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Abstract

Numerous new network services arise with the ads@ndevelopment of
network technologies, such as real-time multimedieeaming services. But
challenges to network environment come along wh# énormous traffic of data
flows and rigorous restriction to transmission gled&real-time multimedia streaming
services. Under this circumstance, conventionaleseclient topology suffers from
serious packet loss and packet delay due to thdoawekof servers and their accessing
links. Also, extra transmission delay may makekp#fail to meet the requirement
of real-timed services. Peer-to-peer network isremscalable than server-client
model, and is much more tolerable to the transwomissirors caused by node or link
failures. More importantly, it effectively distuibes load from the server to peers.
As a consequence, peer-to-peer service architedtecmmes very popular for
real-time multimedia streaming services recently.

Peer-to-peer networks are mostly formed in randashibn. As the size of
network grows, packets may have to travel througimerous links to reach far-end
receivers. The quality of data may be damagedbyfiicient bandwidth of links.
For real-time multimedia services, it is not acedp# to users if the cumulated packet
delay exceeds a tolerable limit.

Our research is trying to find a better topologyremsmit multimedia data flows
which makes the cumulated delay of the most-far-asdr be tolerable and the
damage of data quality is minimized. The problermbdeled as a MLDST problem,
which is a NP-Complete problem. To solve the pnobleve modified Dijkstra’s
single-source shortest-path algorithm by boundiregriode degree and adding delay
constraint. The experiments were carried out @h metwork environment through

PlanetLab. Experiments show that our algorithnmpedbrms traditional MST and



shortest path spanning tree.
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| ~ Introduction

1.1 Peer-to-Peer Multicasting Network

As advance of network technology, many new netvgemvices emerged rapidly,
such as real-time multimedia streaming service. nv@ntional server-client model,
as depicted in figure 1, is no longer adequateujgpsrt these kinds of services
because of the extremely heavy traffic load theyegate and the stringent time
requirement they ask. Server-client topology pemsire traffic on a single link
connecting the server and each requesting clietdsider this circumstance, the link
bears a great burden such that packets may sudferifuge packet loss and excessive
long delay. Therefore, server-client model may Io@ta good option for real-time

multimedia streaming service.
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Figure 1 Architecture of server-client model
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Figure 2 Architecture of peer-to-peer network

On the other hand, the new-emerging peer-to-peawvanke, originated from
BitTorrent distributed file sharing system, is m@gequate for real-time streaming
services, as depicted in figure 2, due to its Egalability which server-client model
can hardly reaches as well as its better toleraficeode failure. Moreover, it is
worth noticing that peer-to-peer fashion effectdistributes traffic load from heavy
loaded links to all other links, since peers doaomy download video but also upload
it to other users who want to watch. As a consegege peer-to-peer network
becomes more and more popular for real-time streguservices.

Unfortunately, although peer-to-peer network suspasserver-client model in
several aspects, there are still inevitable problget to be overcome. Peer-to-peer
networks are most formed freely without consideratwf either the balance of peer
load or the depth of the spanning tree. Furtheemtire popularity of error prone
wireless links is increasing rapidly recently subhat not only delay time, but also
packet loss rate, must be taken into considerati®ihenever the size of the network
grows enormously, number of long paths and oveddaakeers, accompanying with

long transmission delay and high packet loss iatggases as well. This problem



has been well studied and a large amount of relsesuttas been proposed [4, 7, 9, 10,
15, 17, 18]. Spanning trees are widely appliepger-to-peer network since the very
nature of itself, such as easy to build and maintaell constructed for data transport,
quick reaction to nodes failures. However, mosth&fse solutions can only take
care of one quality parameter such as delay time.

Focusing on the video streaming services, we p®pmbuild a multicasting tree

that can preserve the data quality at a user-aaiclepievel.

Il ~ Related Work

There already exists many peer-to-peer solutiong,[9, 10, 15, 17, 18] and can
be roughly classified into two categories [16]. niresh-pull based systems, videos
are divided into small clips for distribution. & user demands to watch a video,
he/she must send out request messages to askrmeigkebors whether they have the
clips of the video or not. After being notified bgsponse messages, the user
retrieves those clips from possessing neighbordie dontrol messages generated
create a large overhead. Moreover, extra delagesrirom the round trips of
requests and responses. Typical mesh-pull basstdnsy are CoolStreaming [12],
PPlive, and Chainsaw [13].

In tree-based systems [15], video data distributesips as well. Nodes simply
receive data from their parents after they demandtf{15]. The overhead caused
by large amount of messages is avoided. Typiee-push based systems are
Chunkyspread, Splitstream, ESM, and ZIGZAG [15].

Major characteristics and constraints of both typlesystems are summarized as

3



follows.

1. Both types of systems have a much better scalattibin client-server systems.

2. Existingsolutions do not take into account packet loss cdtienks.
Existing researches did not focus on packet losbly strive for meeting the
delay requirement of real-time streaming servicds. our opinion, restricting
delay under a user-acceptable level is quite sefficthere’s no need to pursue
the minimization of packet delay. On the otherdaminimizing data loss is
more important than minimizing delay. Knowing th#dtere are many
poor-resourced links residing in real network, mskiraveling through those
links may have a great probability being droppeBurthermore, if those links
reside in a long transmission path, the data trétessmalong this path will suffer
from great damage in quality because of numerookgbdosses.

3. With respect to a video clip, all participating pseform a spanning tree
topology.

4. The topology of the spanning tree is form randomitiout any control such that

long paths often presented.

As the size of network grows, packets may haveawet through numerous links
to reach far-end receivers. The longer the péid, higher the packet loss rate and
longer transmission delay. No one would like totahiaa soccer game from the
Internet and to see the winning goal few secontksr dfearing his/her neighbors’
screaming. Therefore, both packet loss rate alay diene must be controlled under
respective thresholds.

Most current solutions model a P2P multicastingvoek into a spanning tree
problem. However, traditional spanning tree aldpons have some structural

characteristics that may become obstacles on thg twareach our objective.
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Different spanning tree algorithm constructs tregth different criterions and thus
forms unique structure characteristics. The typiwa spanning tree algorithm are
minimum spanning tree and shortest-path spannagg tr

A minimum spanning tree has a minimum total cost.often generates a long
tail in the tree [17]. A long tail may cause aghop count and long delay as well
as higher packet loss rate.

As for single-source shortest path algorithms,chlalso generate spanning trees,
their objective is to find a shortest path from stoeirce to all other nodes. The node
degree in the resulting spanning tree is unboundédrge node degree will increase
the processing time within a node and thus increataédelay.

This paper proposes to model the problem into aifvim Loss Diameter
Spanning Tree (MLDST) problem which can meet stitigdelay requirement and
minimize the data loss. The rest of this sectiolh viefly review some existing
solutions of peer-to-peer streaming services, ealhedor ZIGZAG system, which
will serve the benchmark in the evaluation of oaluson, and a few constrained

spanning tree problems.

2.1 CoolStreaming

Different from tree-shaped overlay, Tree-push systan which video is pushed
from original source to peers, peers of Mesh-pysgtam form a mesh-shaped overlay
and pull contents from each other.

CoolStreaming [12] and PPLive are two well-known sigull systems. In
Mesh-pull system, a video is divided into media rdtsifor users to request from

channel server. Apart from channel server, tragegver maintains a list of hosts
5



who are interested in watching the same video. tdms the list establish TCP/UDP
connections to deliver video chunks cooperatively.

The message which hosts use to communicate with ether is called Buffer
Map. Buffer Maps indicate available video chunkatta host has and willing to
share. Once a host receives a Buffer Maps fronthandost, it can request for what
it needs, the requested chunks will then be scleddid be delivered to it. Figure 3

illustrates a CoolStreaming system.
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Figure 3 Architecture of a CoolStreaming system

In CoolStreaming, playback progresses of the paerssemi-synchronized and
any segment downloaded after its playback timelvéllseless. For failure recovery,
CoolStreaming maintains a stable number of peerthenmember list since peers
accidentally either depart or crash. It also alosach node periodically establish
new partnership with randomly selected nodes; eessalt, nodes have better chance

to find partners of great quality.



2. 2 Chunkyspread

Chunkyspread [17] is a Tree-push approach and mmtsta single-source
multicast group among a set of end users. To whisete a video to end users, it
splits video into M pieces and each piece is trattsththrough one multicast tree.
That is, there will be M multicasting trees, whioeed not to be node disjoint.
Using multiple trees for data dissemination prosidi@ne-grained control over
member load, reacts quickly to membership changeales well and has low
overhead.

The rest part of Chunkyspread focuses on loachbaland the quick reaction to

peer churn, which is not our concern, so that wenat discuss them further.

2. 3 ZIGZAG

ZIGZAG [15] is a single source Tree-push strean@pglication which had been
proved to be height logarithmic and able to boundendegree in a constant. This
helps reduce the number of processing hops ondilneedy path to each client while
avoiding network bottleneck and long end-to-endagel ZIGZAG organizes
members into a hierarchy of bounded-size clustedskaiilds a multicast tree rooted

at a media server. The administrative organizatigreers is depicted in Figure 4
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Figure 4 Administrative organization of peers iiGZIAG

Peers in Figure 4 are organized in a multi-layerdrchy of clusters and defined
recursively according to following rules (whetleis the number of layers akd> 3 is
a constant):
- Layer O contains all peers.
- Peers in layey < H—1 are partitioned into clusters of size kf3k].  Layer
H—1 has only one cluster which has a size of K, 3
- A peer in a cluster at laygk H is selected to be the head of that cluster. This
head becomes a member of layer 1 ifj <H — 1. The serve8is the
head of any cluster it belongs to.
The cluster size is upper-bounded bk 3 The above structure implies
H = 0(log, N} where N is the number of peers. Any peer at arlpy 0 must be
the head of the cluster it belongs to at every ldaer.
This administrative organization does not infer atad delivery topology.
Instead, a multicast tree with some given rulegriamsmission is depicted in Figure

5.



| O non-head @ head S ssmver |

Figure 5 The multicast tree of ZIGZAG

Notice that cluster members do not receive contota their heads but from
heads of other clusters. A peer, when not atigisdst layer, cannot have any link to
or from any other peer. It can only link to peetsch belong to other cluster at the
lower layer, as one may see in the figure. Thippn& structure is one of the major
contributions of ZIGZAG.

This paper also proved several theorems, incluthegworst case node degree,
the height of the multicast tree and other worsteazontrol overhead. Similar to our
consideration that node degree must be boundedZABSlimits its worst case node
degree to be Ok{) wherek is a constant. On the other hand, letting theHteof
multicast tree to be logarithmic is also a constréo transmission path length, which

proved to be Olég, N) where N is the number of peers.

2.4 Chainsaw

Chainsaw [13] is a request-response based highwhdiinddata dissemination
protocol drawing upon gossip-based protocols andoBient. The source node,
called a seed, generates a series of new packéts monotonically increasing

sequence numbers.



Peers in Chainsaw request data from others andithkie Chainsaw a Mesh-pull
approach. Peers maintain the states of their hergh The majority of the
information they posses is a list of packets tla@heneighbor has. Peers are notified
of new packets by their neighbors and must expligiequest a packet from a
neighbor in order to receive it. Every peer mamga window of interest, which is
the range of sequence numbers of packets thatedeip interested in acquiring at
current time. It also maintains and informs itsghbors about a window of
availability, which is the range of packets thaiwilling to upload to its neighbors.
The window of availability will typically be largghan the window of interest.

A peer keeps track of what packets it has requestad every neighbor and
ensures that it does not request the same pacléplmdimes. It also limits the

number of requests to some given neighbors to ermlanced member load.

2.5 Splitstream

In Splitstream [2], which is a Tree-push approaddta is divided into several
disjoint sections called stripes. To do the digeation, one tree is built for each
stripe. So, in order to receive the complete stremnode must join every multicast
tree.

Every node plays the role of an interior nodexaatly one tree. Therefore it
ensures that each node will never upload moreithaceives. Figure 6 depicts how
Splitstream transmits video stripes through mudtiplees. Data is split into two

stripes. An independent multicasting tree is Hoilteach stripe.

10



stripe 1 @"""‘--..___q_

Figure 6 Example of Splitstream

Furthermore, each node is only responsible for éataarding on one of the
stripes. If a node suddenly leaves the systemm@as$t one stripe is affected.

Therefore, robustness is also improved.

2.6 ESM

The ESM system [12] constructs a Tree-push basedayvwhich is distributed,
self organizing, performance-aware. The tree tioped primarily for bandwidth,
and secondarily for delay.

Each ESM node maintains information of memberstvlaire randomly selected
as a subset. If a node wants to join the broaddasetrieves random members
participating in the broadcast from the source. désoupdate its information about
other members in periodically.

Each ESM node maintains the application-level ughput it is receiving in a
recent time window. If its performance is sigrefintly below the source rate, then it

selects a new parent to download data from. ESI@&m a default detection time

11



of 5 seconds, which means it takes 5 seconds dt fimoa node to switch to a new
parent after it detects a low performance. Butgiwocol running on transmission
path influences the choice of this value since@wity to a new parent requires going

through a slow-start phase, which may take 1 tec®sds to reach the full data rate.

2.7 Spanning Tree for Data Collection

In [16], authors analyzed several spanning treeoltgpes. Traditional
spanning tree topologies were examined and compaieda shortest path spanning
tree, the distance, say, the total weight of théh,pliom the root node to all other
nodes is minimized. Such a tree is easily consdudy Dijkstra’s algorithm,
denoted as SP. A fewest hop spanning tree thatmmes the number of hops along
the path from each node to the root node is denatedrH. The other typical
problem is the minimum spanning tree problem, whdhimizes the total sum of
edge weights and can be constructed by Prim’s osk&l algorithm and is denoted as
MST.

The spanning trees created by FH tend to be shallad fat with the average
node degree being fairly large. On the other h&hktiminimizes the data loss when
a node or link fails. MST grows deeply and skitmgcause its only criterion is the
total edge weight. SP tends to have smaller nedgegs and grow deeper than FH

depending on the edge weight. Figure 7 show®all $panning trees.

12
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They then propose a RoBust spanning tree (RB) dbatbines the nature of
spanning tree algorithms mentioned above. By aalincombination of input

parameters such as hop count and path weightlas/fol

A x hop count + (-4 x path weight)where 4, =1 ~-&o<a<1

E

h; represents the hop count andstands for the eccentricity of a node. The
eccentricity of the node is the largest of the ssirpaths from that node to all other
nodes.

They proposed two implementation schemes to buid proposed tree:

13



centralized and distributed one. Figure 7 (dhesproduct of centralized scheme. It
clearly has the characteristics of different algjonis. Experiment results show that

RB performs better in many aspects.

2.8 Spanning Tree Problems with Constraints

2.8.1 Bounded Diameter Spanning Tree

Bound-Diameter Spanning Tree and related problenes discussed in [3].
Diameter is defined as the longest path from antrarlp node to any other
destination.

BDST problem is defined as: Given a graph G (VM&®ightW(e) € Z#, for each
e € E, positive integer B< |V|, positive integer Bfind a spanning tree T for G such
that the sum of the weights of the edges in T dussexceed B and such that T
contains no simple path with more than D edgesreritains to be NP-complete for
any fixed D> 4, even if all edge weights are either 1 or 2.cah be solved easily in
polynomial time if D< 3, or if all edge weights are equal.

BDST can be the base of our problem model if vipdaiee its link weight by the
parameters we interested in. Since the numbereefspin a peer-to-peer network

will mostly be large, our modeling should be of K&nplete complexity as well.

2.8.2 Minimum Diameter Spanning Tree

Consider a Euclidean graph that every link of tregh has a weight. Instead
14



of minimizing total cost of the spanning tree, Mimum-Diameter Spanning Tree
tends to minimize the diameter of the tree.

MDST (Minimum-Diameter Spanning Tree) problem isaéed in [3] and [6]:
Given a graph G = (V, E) and a cost functitfe) € Z#, for all e€ E, find a spanning
tree T for G, such thMAX simpie path g72ccp W(€) is minimized. This problem can be
solved in polynomial time O {h

In [1], it proposed a distributed algorithm todim MDST. The link weights
were defined in positive value. The main contiiitof this algorithm was that it
achieved an efficient time complexity of O (n) andantime an Onfmlog n + nmlog
W) bits communication complexity, whehMy was the largest link weight in the

network,n was the number of vertices amdvas the number of edges.

2.8.3 Spanning Tree with Bounded Node Degree

Finding a Minimum Bounded Degree spanning treels® @ NP-Complete
problem [3]:

Given a graph G (V, E), positive integer<KV|, a cost functioe: E — R find
a spanning tree of minimum cost for G in which motex has a degree larger thHan
This problem remains NP-complete for any fixed R.

In [14], it proposed a polynomial time algorithmathreturns a spanning tree of
minimum cost and bounded node degree. Furthernmibret only set an upper
bound on node degree but also a lower bound on degieee. This property harmed
the data quality when lower bound is large. Altijouthis paper provided a
polynomial time algorithm for this problem, it i®thadequate for our model because

of different objective.
15



2.9 Analysis of Spanning Tree-Push Solution

Tree-push based systems [8] have superior advantagemesh-pull based
systems for delay consideration. Once a tree ii$, ltiie routing of transmission is
fixed such that there is no need for peers to comeate with each other for data
sharing. This characteristic is important for gystem to meet the stringent delay
constraint.

However, traditional spanning tree algorithms haws®me structural
characteristics that may become obstacles on thg twareach our objective.
Different spanning tree algorithm constructs tregth different criterions and thus
forms unique structure characteristics. The tyea spanning tree algorithms are
minimum spanning tree and shortest-path spannagy tr

A minimum spanning tree has a minimum total codt.often has a long tail in
the tree. A long tail may cause large hop couxtlang delay if link weight is link
delay. Long delay is an enemy in a streaming senbecause it significantly
increases the waiting time on user end, or evereases the number of dropped
packets which exceeds playback point, and thuscesdthe quality of service. Note
that the startup delay is also included in the ioewof quality of service.

As for single-source shortest path algorithm, wlatdo generates spanning trees,
their objective is to find a shortest path from stoeirce to all other nodes. The node
degree in the resulting spanning tree is unboundédrge node degree will increase

the processing time within a node and thus increataédelay.
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[l ~ Proposed Approach

3.1 MLDST (Minimum virtual Loss Diameter Spanning Tree)

In order to reduce the damage associated withahg transmission path, the
objective of this research is to find a multicagtetfor a given peer-to-peer IPTV
network that demands quality of service. Spedificspeaking, we want to build a
spanning tree which has minimum data loss ratenseleeral constraints.

“Diameter” of a spanning tree is defined as “thegest path from the root to all
other nodes”. Delay diameter is the diameter spanning tree when link weight is
delay. In other words, the delay diameter is thegést total delay time among all
possible paths from the root to all other nodesikewise, loss diameter is the
diameter of a spanning tree when link weight islcste. In other words, the loss
diameter is the loss rate of the node that recehe$east amount of data. However,
since loss rate is not addable but multipliabl@ature that makes the computation a
very complicated task for a graph based algorittwa,further define the following
two terms to represent real Loss Diameter in orttersimplify algorithmic
computation. Virtual path lossis simply the summation of packet loss rates bf al
links in a path, whilevirtual Loss Diameteis the largest virtual path loss in a tree.

Please note that the real packet loss rate oftagbatuld be - [](1—pij), V i, j
€ T, we use direct summation of loss rate to simpiifg model hoping its solution
may lead to a good solution.

By taking one parameter as our objective and diiveras the constraints, we
propose a new spanning tree construction model.

Although a distributed model is more appreciatedostruct a multicasting tree

17



in real network, we model the problem in centraliZashion at current stage. The
problem will be extended to distributed version yordfter we gain a better
understanding on the centralized version.

The objective function of MLDST is defined below:

Given a graph G (V, E), where V ={ws, v3,...v;} is the set of user nodes, E =

{eij | v, v € V} is the set of possible interconnections betweairs of nodes, we
define d; be the delay time spent ory eand p; be the the packet loss rate @n
Thus, for each edgejewe have a two-attributes weight for link,€d;, p;). Tree
T is ak-nary spanning tree rootedatwith respect to G.
Define: Delay Diameter MaximuMsimple path s 7 EE[ cesdy;
virtual Loss DiameterMaximusimpie path & 7 L, 5 Ps 1

Delay Diameter= MaXimuMsimple path & 7 X.,.=5d; ;» IS defined as the maximal
accumulated delay fromy; to any other node. Virtual Loss Diameter= Maximum
simple path § 7 2. e5P;;» 1S defined as the maximal accumulated packetriissof any
simple path rooted at.

The optimization function is defined as follows:

Given G(V, E), delay boundd) and degree bound)( find a spanning tree T
rooted atv;, such that:

virtual Loss Diameters minimized, whileDelay Diametex D and node degree
<b.

Our objective is to minimize the virtual Loss Diat@r in a spanning tree while
Delay Diameter and node degree are both bounded.MUDST, virtual Loss
Diameter is just taken as an index to simplify tedel for good MLDST.

Delay Diameter represents the largest accumuldééad/ from root to any other
nodes. By bounding it, we can assure the worst ta@msmission delay is under

control. On the other hand, the bound of Delayniziter can also determine the size
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of MLDST, since the larger the bound is define@, litnger a single path could be.

3.2 NP-Completeness of MLDST

(A) MLDST is in NP:

We first show that MLDSTONP. Assuming that we are given a gr&V, E),
two parameters on each edge, say, ddlagd packet loss rafe and two predefined
boundD>3 andB. There is &-nary spanning tre& given, where maximum;g<
D,vme Tandk<bh. Then we verify this instance by checking if rma¥m > p;m,

Vv m e T is the minimum amount all possible solutions. Teefication algorithm
performs in polynomial time.
(B) MLDST is NP-Complete:

As we illustrated in Section 2.8.3, a BDST (Bouthd@ameter Spanning Tree)
problem is a NP-Complete problem if node degregréster than 3. We can BDST
to MLDST straightforwardly. Let grap8 (V, E), edge weighWW={ w; | vi, ve V},

a total weight bound®' and a diameter bounl’ be a valid instance of BDST, we
construct the corresponding instan€sf MLDST as follows. We leV=V', E=F',
B=B’ and a large node degree bound= |V|, as well agy;=d;=w;, for all edges.
We can easily prove by contraction that an optiswdilitiong to G with a minimum
virtual Loss Diametek must be a solution t&'. First, we can see that the diameter
boundB’ must be satisfied. Nexg,must be smaller or equal to total weight bohd
Otherwise, we can find another solutighto G’ with a total weighty < C <x. In
that case, we can ugéto solveG to obtain a solution with a virtual Loss Diameyer
which is a contradiction.

From (A) and (B), we can say that BDST can be redum MLDST. As a
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result, we prove that MLDST is a NP-Complete problé node degree bound is

greater than 3.

3.3 Design Concepts and Objective

According to the problem model describing in presssections, we designed a
heuristic solution for MLDST. Since our objectiiseto minimize the virtual Loss
Diameter, we prefer a single-source shortest-plgbrithm rather than a minimum
spanning tree algorithm, whose objective is to miné the total cost of the tree,
which may create large diameter paths.

Our heuristic algorithm follows Dijkstra’s algduih’s footstep. We modify
Dijkstra’s algorithm by bounding Delay Diameter amutle degree and searching for a
spanning tree which has a minimum virtual Loss H&en

The issues in distributing environment, such asr pghurn and membership
change, are left behind in proposed solution. &hily, we only focus on the

centralized version for the purpose of proof of capt.

3.4 Heuristic MLDST

Our heuristic algorithm is quite simple and easyderstand. Every edge has
two network parameters, delay and packet loss rat¢hile executing a Dijkstra’s
algorithm, total delay and total packet loss rdteaxh intermediate path is calculated.
We modified the original Dijkstra’s algorithm scathDelay Diameter and the degree

of each node will be constantly examined to meettimstraints.
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If a node exceeds the degree limit, the link witghhloss rate will first be
abandoned. Priority is given to loss rate, insteidelay. That is, we disconnect
links with higher loss rate prior to the ones witnger delay. Once a link is
disconnected, data must be rerouted to downstrens.p

The resulting MLDST is only responsible for trantsimg one piece of data. To
receive complete data, many MLDSTs must be corstlufor each piece of data.
These multicasting trees need not to be fully chgid.

Notice that data partitioning is not our concern.

3.5 Pseudo Code of Heuristic MLDST

Heuristic MLDST (G, w, S)
Initialize—-Single-Source(G, s)
do for each edge (u, §E[G]
/I use the weight of (u, v) to update currerrst path
do RELAX(u, v, w)
for each edge (u, \§ E[G]
do if d[v] > d[u] + w(u, V)
then return FALSE
/Il check if total delay exceeds the bound
do if d[v] > Delay Bound
then return FALSE
//check if node degree exceeds the degree bound
do if Degree[vp Degree Bound

then return FALSE
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Return TRUE

This algorithm is modified based on Dijkstra’s aitfun by adding two checking
processes into the loop. While algorithm is rugnih checks if the constraints are

both satisfied. The rest part of the algorithm aerae the same with original design.

IV ~ Performance Evaluation

We evaluated our proposal using the real networkeemental environment,
PlanetLab. By examining the quality of transmittedieo data, we evaluated
Heuristic MLDST against other tree constructionoaithms including minimum
spanning tree, shortest-path spanning tree, and&XGstree. The first two trees
were used as baseline performance and ZIGZAG isdhepetitor of our algorithm.

Experimental data, including PSNR, transmissioaydef each packet and total
packet loss rate were recorded from the far-ene@ mddelay Diameter of the tree of
all four topologies. It goes without saying that¢ wupposed to extract data from
far-end node of virtual Loss Diameter for the warase of packet loss since we were
mainly examining PSNR. In our experimental topadsg these two nodes just
happened to be same one.

We calculate PSNR frame-wisely, the average vafuame-wise PSNR, and
further examine total packet loss rate and averzgket delay. Average packet
delay is calculated based on received packets. al Tphcket loss rate is the

proportion of the number of received packets aedilmber of transmitted packets.
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4.1 Experimental Envirement

We first selected high performance peers on Platetand constructed our
experimental topology. 100 pinging messages wemets each of carefully selected
peer to measure their performance. Peers withieshdelay were given priority to
participate in the experiment. Fifteen peers weetected to participate in the
experiment. In MLDST, both delay and packet losgerwere taken into
consideration, while MST and SP trees took deldy.on

Degree bound was set to 3, while delay bound wa$s1200 ms based on the
analysis of measured delay between peers andalsearice. We used the same set
of peers to build all four trees.

Since the characteristics of a real network chamogestantly, only a snapshot of
the network were measured. Therefore, this exmininad its own limits. A
dynamic version, which is beyond the scope of tesearch, will be more appreciate
to model the real network. Our experiments wengiexd out several hours right
after the characteristics measurement was perforfned the instantiation of the
graph) assuming that the fluctuation of networkdibon is acceptable.

The measured average delay (ms) and packet lasofaach pair of selected
peers are shown in Table 2. These values wereage@r over 100 probes.
Spanning trees mentioned in the following sectwese based on these parameters.

At the beginning of each experiment, we transmiitiea the constructed
spanning tree for 30 seconds a MPEG-1 video clip¢chvhas a bit-rate of 1150 Kbps,

29.97 fps and sized 352 x 240.
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Table 1 List of Participating Nodes

Node | Domain Name of the Nou

1 Planetlabl.csie.nuk.edu.

Planetlabl.sfc.wide.ad

Publs.ane.cmc.osa-u.ac.it

Planetlal-1.calpoly-netlab.ne

Planetlabl.postel.o

Nodea.howard.e(

2
3
4
5 Planetlabl.utdallas.e
6
7
8

Pl1.csl.utoronto.c

9 Planetlabl.cs.cornell.e

1C Planetlabl.qeorgetown.e

11 Planetlébl.utep.ed

12 Vnl.cs.wustl.ed

13 PlamuZ2.ite.amu.ed

14 Planetlab2.eecs.northwestern.

15 Planetlabl.cs.steve-tech.ed
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Table 2Measured Delay between pairs of nodes

1 2

3

4

5

6

7

8

9

10

11

12| 13 14 1%

62.921
0%

52.851
0%

168.371
0%

229.373155.90¢

0%

7%

225.173
0%

249.227
3%

250.92]
0%

248.447
0%

243.04
0%

298.532241.73§226.291249.703

0% | 0% 0%

1%

62.921
0%

13.550
0%

129.115
0%

156.392238.357

0%

0%

198.364
0%

208.153
8%

198.313
0%

189.627
0%

166.59
0%

210.924179.413201.73§199.311

0% | 0% 0%

2%

52.851| 13.550
0% 0%

133.234
0%

161.906242.55(

0%

0%

200.08¢
0%

222.582
4%

207.744
0%

193.16
0%

170.697
0%

229.359183.49(205.90¢200.082

0% | 0% 0%

1%

168.371129.115
0% 0%

133.234
0%

51.709
0%

39.710
0%

87.952
0%

100.214
1%

95.665
0%

84.500
0%

62.024
0%

105.19%74.632| 97.153
1% 0% 0%

90.672
1%

229.37{156.397
0% 0%

161.904
0%

51.709
0%

38.027
0%

21.031
0%

63.309
3%

50.595
0%

54.414
0%

21.133
0%

76.432| 38.966| 61.632
0% 0% | 0%

55.076
1%

155.90¢238.35
7% 0%

242.55(
0%

39.710
0%

38.027
0%

66.934
0%

102.99¢
3%

98.577,
0%

96.059
3%

77.29]]
0%

117.964 75.557|112.53¢105.96(

0% 0% 0%

1%

225.171198.364
0% 0%

200.08¢
0%

87.952
0%

21.031
0%

66.934
0%

35.948
6%

16.670
0%

2.863
0%

61.453
0%

73.782| 37.021| 43.514
0% 1% 0%

35.560
3%

249.2271208.157
3% 8%

222.587%
4%

100.21¢
1%

63.309
3%

102.99¢
3%

35.948
6%

34.650
4%

50.533
2%

66.028]
1%

93.811] 26.701| 63.344
0% 3% 13%

40.121
5%

250.921198.313
0% 0%

207.744¢
0%

95.665
0%

50.595
0%

98.577
0%

16.670
0%

34.650
4%

15.842
0%

60.841
0%

71.744] 30.755| 28.830
0% | 0% 0%

11.950
4%

248.4471189.627
0% 0%

193.16(
0%

84.500
0%

54.414
0%

96.059
3%

2.863
0%

50.533
2%

15.842
0%

57.334
0%

55.044| 25.527|18.909
0% 0% 0%

12.735
3%

243.04{166.59(
0% 0%

170.69
0%

62.024
0%

21.133
0%

77.291
0%

61.453
0%

66.028
1%

60.841
0%

57.334
0%

94.552] 48.132| 70.415
0% 0% 0%

64.020
0%

298.531210.924
0% 0%

229.35¢
0%

105.195
1%

76.432
0%

117.964
0%

73.782
0%

93.811
0%

71.744
0%

55.044
0%

94.552
0%

48.613| 78.899
1% 0%

62.460
0%

q241.73 179.413
0% 0%

183.49(
0%

74.632
0%

38.966
0%

75.557
0%

37.021
1%

26.101
3%

30.755]
0%

25.527
0%

48.132
0%

48.613 39.227
1% 0%

36.900
0%

226.291201.734
0% 0%

205.954
0%

97.153
0%

61.632
0%

112.53¢
0%

43.514
0%

65.344
13%

28.830
0%

18.909
0%

70.415
0%

78.899| 39.227
0% | 0%

25.438
2%

249.701199.311]
1% 2%

200.081
1%

90.672
1%

55.076
1%

105.96(
1%

35.560
3%

40.121
5%

11.950
4%

12.735
3%

64.020
0%

62.460| 36.900| 25.438
0% 0% | 2%

4.2 Experiment Results

4.2.1 Topologies

Figure 8 shows the result of running Heuristic MD&gorithm on the nodes

we selected from PlanetLab. Considering the solthis experiment, we notice

that a degree larger than three will overload alsirpeer.

topology

“planetlabl.csie.nuk.edu.tw” to every other peerthis graph.

of

MLDST,

video is

transmitted
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evaluations, we measure the quality of the videeived by the peer with the longest

delay. In MLDST, “planetlab2.eecs.northwestern’adihe selected node.

Figure 8 MLDST on PlanetLab

A minimum spanning tree is constructed using Krusltgorithm in figure 9.
As we mentioned above, the only parameter thalaptis delay. The video is also
transmitted from source peer “planetlabl.csie.rdiki@” to every other peer. At

the other end of Delay Diameter, “vnl.cs.wustl.eduselected to measure the result.
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Figure 9 MST on PlanetLab

We construct shortest path spanning tree usingnatigpijkstra’s algorithm in
figure 10. Same as minimum spanning tree topolahgrtest path tree only
consider delay as link parameter. Video is tratiswhi from source peer
“planetlabl.csie.nuk.edu.tw” to every other peeAt the other end of Delay

Diameter, “planetlab2.eecs.northwestern.edu” isctetl to measure the result.
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O -

Figure 10 SP tree on PlanetLab

4.2.2 Analysis of Experimental Results

As we can see, MLDST tends to have shorter taih timnimum spanning tree
and less number of nodes with outstanding nodeeéegiian shortest path tree.
Notice that longer path leads to larger delay amghdr probability of loss.
Furthermore, large node degree leads to large psowg delay within those nodes.
Moreover, increasing delay hinders the data padkeiseet the playback deadline at

receivers. Figure 11 shows the PSNR of each triteshirame.
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Framewise PSNR

12

——MLDST

—MST
SPTree

—ZIGZAG

PSNR

T O~ OO~ O WM~ 0 LW~
DO ONOOOANLW 0N O v~ O v~ < M~
T ONANNOOO S TS0

Figure 11 Frame-wise PSNR

Clearly, measured PSNR values of MLDST are abogt 10 average higher
than those of other tree construction algorithnsrom further examination of the
result of MST at selected node, we found that taenés of the tail part of the video
were all lost during transmission. Notice that plaeket loss may be caused by both
of network congestion and excessive delay.

Higher PSNR represents better video quality at asdr  In summary, MLDST
can provide good video quality while total transsios delay is bounded to users’

satisfaction.
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Packet Loss Rate

0.06

MST

0.05

0.04

ZIGZAG

0.03

PacketLoss Rate

0.02

0.01

0
Figure 12 Packet loss rate measured at the endafadgi@ual Loss Diameter

Figure 12 shows the packet loss rate of each tréée can see clearly that
MLDST shows less packet loss than others and thnspcovide higher PSNR as

illustrated in Figure 11.
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Packets Average Delay

1.8

MST

1.6

1.4

1.2 ZIGZAG

MLDST

0.8 -

0.6

Average Delay (Sec.)

0.4

Figure 13 Average packet delay measured at theede of Delay Diameter

Figure 13 depicts the average delay of each trédgedir end node of the Delay
Diameter. Our solution has lowest accumulated ydellae to the balanced node
degree and the delay constraints.

Since we only take delay as a constraint rathen thia objective, a minor

superiority in delay is acceptable.
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9.4

MLDST

9.2 -

8.8 -

8.6 -

ZIGZAG

SPTree

PSNR

8.4 -

7.6 -

Figure 14 Average frame-wise PSNR

Figure 14 shows average PSNR measured at thedanade of Delay Diameter
of all trees. The value was calculated from diwvggdihe sum of frame-wise PSNR by

the total number of frames. MLDST had higher vahan others.
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Virtual Loss Diameter

0.14 MST

0.12

SP Tree ZIGZAG

0.1

0.08

0.06

0.04

Figure 15 Virtual Loss Diameter

Since we avoid selecting links with high packedsloate into the multicast tree,
the loss diameter of MLDST is explicitly much smeallthan others. The result

showed in figure 15 further explains why our sauathas better data quality.
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Delay Diameter

MST

MLDST

W=

ZIGZAG

Delay time (ms)
o
o

Figure 16 Delay Diameter

Figure 16 shows the Delay Diameter of each padtaig tree. Note that we
take delay as a constraint, higher delay is allowaedlong as the value does not

exceed the bound.

V ~ Conclusion

Streaming services has been becoming more and pomaar in recent years.
The reason can be traced back to the explosivetgrofvinternet. Along with the
prolification of streaming services, many issueswad up, such as the poor quality
of service, long transmission delay and frequestahnection. Many solutions have
already been proposed to resolve these issues.y CHmebe roughly classified into

two categories, say, Mesh-pull and Tree-push. Mesh systems divide

34



transmitting video into clips. User nodes senduests to neighbors and download
video clips from them if positive responses areissd. Overhead and extra delays
are incurred from large amount of control messagés a result, Mesh-pull systems
seem not appropriate for those services that derstaod transmission delay.

Hereby we choose to take Tree-push based apptoadledel the problem. It
avoids the heavy traffic of control messages ang tteduces transmission delay.
We model the problem into a MLDST that minimize thierst case packet loss rate
while bound delay and node degree. This problemthisn proved to be
NP-Complete. We propose Heuristic MLDST by modifyi the single-source
shortest-path algorithm, Dijkstra’s algorithm, bgunding the Delay Diameter and
node degree. Proposed solution depicts a spamwrg@agvith minimum virtual Loss
Diameter under delay and node degree constraiftstough several experiment
evaluations on PlanetLab, we showed that our swlututperforms other tree
construction algorithms in video quality.

The issue of peer churn and membership changegsasead in our research and

will be studied in the future.
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