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ABSTRACT 
While recent word embedding models demonstrate their abilities 
to capture syntactic and semantic information, the demand for 
sense level embedding is getting higher. In this study, we 
propose a novel joint sense embedding learning model that 
retrofits word representation into sense representation from 
contextual and ontological information. The experiment shows 
the effectiveness and robustness of our model that outperforms 
previous approaches in four public available benchmark datasets. 
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1 INTRODUCTION 
Recently, there has been an intensive research activity in 
studying word embedding [1]. However, most of the word 
embedding models use one vector to represent a word, and are 
problematic in some natural language processing applications 
that require sense level representation (e.g., word sense 
disambiguation). As a result, some researches try to resolve the 
polysemy and homonymy issue and introduce sense level 
embedding  [2–4]. In this research, we propose a novel joint 
sense embedding learning algorithm that retrofits a trained word 
embedding using contextual and ontological information.  
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Our proposed joint sense retrofitting is a post-processing method 
for generating low-dimensional sense embedding inspired from 
sense retro [3]. Although some studies adopt ontological 
information into sense embedding model [2, 3], it is the first time 
of employing the ontological and contextual information 
simultaneously. Given a trained word embedding and a lexical 
ontology that contains sense level relationships (e.g., synonym, 
hypernym, etc.), our model generates new sense vectors via 
constraining the distance between the sense vector and its word 
form vector, its sense neighbors and its contextual neighbors. In 
the experiment, we show that our proposed joint sense 
retrofitting model outperforms previous approaches in four 
benchmark datasets, and demonstrates robustness from two 
ontologies, WordNet1 and Roget’s Thesaurus2. 

2 JOINT SENSE RETROFITTING 
Let ܸ = ሼݓଵ, … ,  ሽ be a vocabulary of a trained word embeddingݓ
and |ܸ| be its size. The matrix ܳ  will be the pre-trained collection 
of vector representations ݍො ∈ ℝௗ , where ݀ is the dimensionality 
of a word vector. Each ݓ ∈ ܸ is learned using a standard word 
embedding technique (e.g., GloVe [1]). Let Ω = (ܶ, (ܧ  be an 
ontology that contains the semantic relationship, where ܶ =ሼݐଵ, … ,  ሽ is a set of senses and |ܶ| is total number of senses. Theݐ
edge (݅, ݆) ∈  ,.indicates a semantic relationship of interest (e.g ܧ
synonym) between ݐ and ݐ . The edge set ܧ can be further split 
into two disjoint subsets ܧ௦ and ܧ. (݅, ݆) ∈  ௦ if and only if thereܧ
is more than one sense of the word form of ݐ , while (݅, ݆) ∈   ifܧ
and only if ݐ has only one sense. In our model, we use the word 
form vector to represent the neighbors of the ݐs in ܧ. Those 
neighbors are viewed as contextual neighbors as they learned from 
the context of a corpus. We use ݍො௧ೕ to denote the word form vector 

of ݐ (one should notice that ݍො௧ೕ and ݍො௧ೖ may map to the same 

vector representation even if ݆ ≠ ݇). Then the objective of our 
joint sense retrofitting model is to learn a new matrix S ,ଵݏ)= … ,  ) such that each new sense vector is close to (1) its wordݏ
form vertex, (2) its sense neighbors, and (3) its contextual 
neighbors. The objective to be minimized is:  ߙฮݏ − ො௧ฮଶݍ +  ߚ ቛݏ − ො௧ೕቛଶݍ

(,)∈ா +  ݏ‖ߛ − ‖ଶ(,)∈ாೞݏ 
ୀଵ  (1) 

where ߙ, ߚ  and ߛ  control the relative strength of the sense 
relations. We therefore apply an iterative updating method to the 
                                                                 
1 https://wordnet.princeton.edu 
2 http://www.thesaurus.com 
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solution of the above convex objective function [5]. Initially, the 
sense vectors are set to their corresponding word form vectors (i.e., ݏ ← ݅∀ ො௧ݍ  ). Then in the following iterations, the updating 

formula for ݏ would be: ݏ = ∑ :(,)∈ாೞݏߛ + ∑ ො௧ೕ:(,)∈ாݍߚ + ∑ො௧ݍߙ :(,)∈ாೞߛ + ∑ :(,)∈ாߚ + ߙ          (2) 

Experimentally, 10 iterations are sufficient to minimize the 
objective function from a set of starting vectors to produce 
effective sense retrofitted vectors. 

3 DATASETS AND EXPERIMENTAL SETUP 
We downloaded four benchmark datasets from the web: MEN [6], 
MTurk [7], Rare Words (RW) [8] and WordSim353 (WS353) [9]. 
For measuring the semantic similarity between a word pair in the 
datasets, we adopt the sense evaluation metrics AvgSim and 
MaxSim [4]. We select GloVe as our pre-trained word embedding 
model, which is trained on Wikipedia and Gigaword-5 (6B tokens, 
400k vocab, uncased, 50d vectors). In testing phase, if a test dataset 
has missing words, we use the average of all sense vectors to 
represent the missing word. Note that our reported results of 
vanilla sense embedding may be slightly different from other 
researches due to the treatment of missing words. However, 
within this research the reported performance can be compared 
due to the same missing word processing method. We adopt two 
ontologies in our experiment: WordNet (WN) and Roget’s 21st 
Century Thesaurus (Roget). In WN, the relation specific weights ߚs and ߛs are set to 1.0 for synonyms and 0.5 for hypernyms or 
hyponyms. Unlike WN, Roget does not have the synset type. As a 
result, we manually built a synonym ontology from the resource. 
In Roget, there are three levels of synonym relationship, and we 
set ߚs and ߛs to 1.0, 0.6 and 0.3 for the nearest to the farthest 
synonyms, respectively. For each sense, ߙ is set to the sum of all 
the relation specific weights ߚs and ߛs. Table 1 shows a summary 
of the benchmark datasets and their relationship with the 
ontologies. In Table 1, row 3 and row 4 are the number of words 
that are both listed in the datasets and the ontologies. The word 
counts in WN and Roget are 83,118 and 47,229, respectively. 

Table 1: Summarization of the benchmark datasets 

 MEN MTurk RW WS353 
Pair count 3,000 287 2,034 353 
Word count 751 499 2,951 437 
WN 751 444 2,502 415 
Roget 705 382 2,152 411 

4 RESULTS AND DISCUSSION 
Table 2 shows the spearman correlation (ρ × 100) of AvgSim and 
MaxSim between human scores and sense embedding’s scores on 
the benchmark datasets. We compare our proposed model (joint) 
with vanilla GloVe embedding and the sense retro model (retro) 
[3]. For vanilla GloVe, we directly compute the cosine similarity of 
a word pair’s vectors, which can be seen as a special case of 
AvgSim/MaxSim. From Table 2, we find that our proposed joint 
model outperforms retro and GloVe in all the datasets. 
Interestingly, although WN is bigger and covers more words than 
Roget, in our model the average performance with Roget is better 

than WN. Surprisingly, the RW’s performance declined with the 
WN ontology. The possible reason might be WN pays more 
attention to common sense words than rarely occurred words. 
From the viewpoint of ontology, the retro model’s performance 
declines in all the datasets with the smaller Roget, showing the 
dependency on the ontology size. In contrast, the joint model 
performs well in both the smaller Roget and larger WN ontologies, 
showing the robustness of our proposed model. 

Table 2: ૉ ×  of (MaxSim / AvgSim) on test datasets 

 MEN MTurk RW WS353 
GloVe 65.7 61.9 30.3 50.3 
retro-WN [3] 62.4 / 67.7 57.4 / 60.1 15.1 / 26.9 43.9 / 51.1 
retro-Roget [3] 48.7 / 52.1 47.3 / 49.3 24.4 / 26.1 27.8 / 29.4 
joint-WN 64.0 / 68.9 57.3 / 62.1 20.1 / 28.5 47.2 / 49.6 
joint-Roget 66.5 / 67.5 62.0 / 62.6 32.3 / 32.5 50.9 / 52.8

5 CONCLUSIONS 
In summary, we propose a novel joint sense retrofitting model that 
utilizes the contextual and ontological information. The sense 
embedding is learned iteratively via constraining the distance 
between the sense vector and its word form vector, its sense 
neighbors and its contextual neighbors. Experimentally, our 
proposed model outperforms previous models in four benchmark 
datasets. We provide the source code for the model at 

https://github.com/y95847frank/Joint-Retrofitting. 
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