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Abstract. This paper presents a medical knowledge discovery system (MKDS)
that learns the medical knowledge from electronic medical records (EMRs). The
distributed word representations model the relations among medical concepts
such as diseases and medicines. Four tasks, including spell checking, clinical
trait extraction, analogical reasoning, and computer-aided diagnosis, are
demonstrated in our system.
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1 Introduction

Clinical decision supporting (CDS) systems provide physicians with professional
knowledge for clinical decision-making [3]. The popular CDS systems such as
UpToDate and Micromedex are online database systems containing the information of
drugs, diseases, diagnosis, symptoms, exams, surgeries, and so on. After a user enters a
keyword, e.g., “leukemia”, the prognosis, the symptoms, the exams, and the treatments
for each subtype of leukemia are shown. Such information is very useful for physicians
and students to do clinical case studies.

On major CDS systems, the contents are human edited. Domain experts organize
medical information into a database based on their prior knowledge. In this paper, we
show an approach to discover the relations among medical concepts from medical
documents, and apply the medical knowledge to aid some medical applications.

Electronic medical records (EMRs) written by physicians is a rich source of pro-
fessional knowledge [3]. This work presents a medical knowledge discovery system
(MKDS)1, which aids to discover the relationships among medical concepts from
EMRs. Different from the approaches based on traditional information retrieval [9], our
method utilizes the skip-gram model, which has been shown to represent lexical term

1 http://nlg18.csie.ntu.edu.tw:8181.
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semantics effectively [8], to capture the relatedness among medical concepts. We
demonstrate the uses of word vectors in four tasks in our system, including spell
checking, clinical trait extraction, analogical reasoning, and computer-aided diagnosis.
Compared to traditional approaches, our method addresses healthcare issues like lit-
erature analysis, prognosis, and patent management.

The main contributions of this work are three folds: (1) We show how the word
vectors learned from EMRs can help capture medical relationships among medicines,
surgeries, diagnosis, and exams. (2) Four applications based on the extracted knowl-
edge are demonstrated with an instructive and educational system. (3) We release word
vectors trained from medical documents2. That can be applied to various clinical NLP
applications.

2 Related Work

Knowledge discovery in medical documents is an attractive topic. The medical tracks
in TREC 2011 and 2012 deal with the task of information retrieval on EMRs [16]. In
i2b2 NLP challenges, the shared tasks, including medical term extraction and classi-
fication of relations between medical concepts, are explored with EMRs [12]. EMRs
are used in many applications including assertion classification [6], clinical trait
extraction [2], co-reference resolution [14], temporal analysis [13], pneumonia iden-
tification [1], phenotyping [4, 10, 11], and outpatient department recommendation [5].

Neural network models such as word2vec [8] represent a word as a vector in a low-
dimensional space, where semantic relatedness can be measured. In addition, the
property of linguistic regularity is also observed [7, 9]. Using distributed word rep-
resentation is also shown to improve the clinical concept extraction [15].

3 Resources

The experimental dataset is composed of the EMRs from National Taiwan University
Hospital (NTUH). As shown in Table 1, total 113,625 medical records are collected in
five years. An EMR contains three main sections, the chief complaint, the brief history,
and the course and treatment. The chief complaint denotes the purpose of the patient’s

Table 1. Statistics of the EMRs in the NTUH corpus.

Department # Records Department # Records

Dental 1,253 Ophthalmology 3,400
Internal Medicine 34,396 Obstetrics & Gynecology 5,679
Oncology 4,226 Dermatology 1,258
Pediatrics 11,468 Ear, Nose & Throat 7,680
Surgery 23,303 Rehabilitation 1,935
Urology 5,818 Orthopedics 8,814
Neurology 2,739 Psychiatry 1,656

2 http://nlg18.csie.ntu.edu.tw/mkds/medical.w2v.
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visit, e.g., “headache for a week”. The brief history presents the background infor-
mation of the patient like her/his age, gender, and past diseases. The course and
treatment note the treatment such as medicines, surgeries, and exams for the patient.

The Unified Medical Language System (UMLS) is adopted as the ontology of
medical terms. Five types of medical terms including drug, exam, surgery, diagnosis,
and body are collected from the UMLS.

4 Medical Term Representation

We learn the distributed word representations from the preprocessed EMRs.

4.1 Preprocessing

EMRs are usually written in a rush, thus noise is unavoidable. Spelling errors, gram-
matical errors, and abbreviations are common in EMRs. Preprocessing is performed to
deal with the related issues.

Age. Six age patterns are found in EMRs: “#-year-old”, “#-years-old”, “# year old”, “#
years old”, “# y/o”, and “#-y-o”. All the ages are standardized to four groups: under 15
years old, 16 to 45 years old, 46–60 years old, and beyond 60 years old.

Gender. Eight gender patterns are found in the NTUH corpus: woman, lady, female,
girl, man, gentleman, male, and boy. We standardize them to two types of gender.

Medical Terms. In EMRs, the UMLS terms are identified as medical terms. The
phrases and the compounds such as “coronary artery disease” are treated as single
terms. For each of major diseases such as “diabetes” or “coronary artery disease”, we
merge all its alias and abbreviations into one. For each drug, we replace all its trade
names with the generic name, and discard the dosage form.

4.2 Representation Learning

The Skip-gram model is used to train the word representations of medical terms. The
size of dimension is 500, the context window is 10, and negative sampling is used with
size 5. In this way, a medical term t is represented by a vector v with length 500, and
the relatedness between two medical terms t1 and t2 can be measured by the cosine
similarity of their vectors v1 and v2.

5 Medical Knowledge Discovery

The learned medical word vectors are employed to four tasks in our system.

5.1 Spell Checking

We collect the frequent OOV terms from the NTUH corpus. We check if an OOV term
t has spelling error, and correct it by using the medical word vectors. First, we fetch 10
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medical terms most related to t. The longest common subsequence (LCS) algorithm is
performed to measure the overlap between a candidate c and t. The most related
candidate c with an overlap of at least 90% is chosen as the counterpart of t. Table 2
lists the top 5 spelling errors. The homophone error “leukovorin” is corrected. In
EMRs, the exam colonscopy is often misspelled as colonscope, which is the instrument
used in the exam. Full list is available on the website of MKDS.

5.2 Clinical Trait Extraction

MKDS extracts the most related medical terms in each type for an input term. To
evaluate the performance, domain knowledge is consulted by the national cancer
institute website (NCI). Six common cancer types, including lung cancer, female breast
cancer, colon cancer, prostate cancer, esophageal cancer, and leukemia, are chosen.
From the NCI data, the drugs approved to treat each type of cancers are listed. These
medications form the ground truth for evaluation. Because not all the drugs listed on
NCI are used in NTUH, the intersections of NTUH and NCI are computed.

The performance is measured by average precision at 10 (ap@10). Table 3 shows
the drugs suggested by our system for each type of cancers. Different from the NCI list,
our clinical traits are weighted. Among 63 drugs for breast cancer, the top one,
tamoxifen citrate, is the most common hormone therapy of the estrogen receptor
positive (ER+) breast cancer. For lung cancer, gefitinib is a kind of targeted therapy for
non-small cell lung cancers with mutated epidermal growth factor receptor (EGFR).
Gefitinib is a common drug for lung cancer treatment in NTUH because EGFR
mutations are much more prevalent in Asia.

Table 2. Most frequent spelling errors in the NTUH corpus.

Error Correction # Occurrences

Leukovorin Leucovorin 6,013
Lower extremity Lower extremities 2,308
Colonscope Colonscopy 1,801
Esophageal varix Esophageal varices 1,709
Hypermetabolism Hypermetabolic 1,391

Table 3. Performance of clinical trait extraction.

Cancer ap@10 Approved drugs for treatment

Lung 64.15% Gefitinib, erlotinib, pemetrexed disodium heptahydrate
Breast 42.19% Tamoxifen citrate, zoladex, halcion, simethicone, goserelin
Colon 53.14% Oxaliplatin, cetuximab, capecitabine, bevacizumab
Prostate 43.19% Flutamide, bicalutamide, deflux
Esophageal 12.86% Docetaxel
Leukemia 39.88% Imatinib mesylate, idarubicin, daunorubicin, cytarabine
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5.3 Analogical Reasoning

Analogical reasoning based on word vectors can be simplistically accomplished by
vector arithmetic like 3COSADD [9]. Our system answers the analogy questions like
t1:t2 � t3:t4, where t4 is unknown. For example, “tamoxifen citrate” is one of answers
to the question “lung cancer:gefitinib � breast cancer:?”.

Referred to Table 3, we compose questions t1:t2 � t3 with the top one medication
for each of the six cancer types. Table 4 shows some promising analogies. The relation
between a cancer type and its drug can be captured by vector offsets.

5.4 Computer-Aided Diagnosis

In this task, a user inputs a chief complaint, and the system responses the most related
diagnosis and treatment. Rather than a single medical term, a chief complaint is a short
sentence or a statement, where medical and non-medical terms are intermixed. Figure 1
shows a snapshot of the computer-aided diagnosis in MKDS.

Table 4. Analogical reasoning between cancers and medications.

t1 (cancer) t2 (drug) t3 (cancer) t4 (drug)

Prostate Flutamide Lung Gefitinib
Prostate Flutamide Breast Tamoxifen citrate
Leukemia Imatinib mesylate Colon Oxaliplatin
Lung Gefitinib Leukemia Imatinib mesylate
Breast Tamoxifen citrate Lung Gefitinib

Fig. 1. Snapshot of the use of computer-aided diagnosis.
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6 Conclusions

This work demonstrates four applications of distributed medical term representations.
The properties of the skip-gram model such as semantic relatedness and linguistic
regularity are utilized to implement the four tasks. Compared to the traditional pre-
trained word vectors, our approach acquires the knowledge from the real-world medical
records. With more and newer EMRs, our system will be more instructive.
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