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*  Work Experience

Deputy Chief Data Officer, Taipei Medical University, Office
of Data Science, (2020/8—present)

Associate Professor, Taipei Medical University, Graduate
Institute of Data Science, (2020/8—present)

Assistant Professor, Taipei Medical University, Graduate
Institute of Data Science, (2017/8-2020/7)

Postdoctoral Research Fellow, Academia Sinica, Institute of
Information Science, (2016/8-2017/7)

Research Assistant, Academia Sinica, Institute of Information
Science, (2008/1-2016/7)

e Research Interests

Natural Language Processing
Information Extraction and Retrieval
Business Intelligence

Biomedical Text Mining

Al in EHRs
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The world has changed
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Al 1s everywhere and nowhere

AlphaGo Zero

Starting from seratch

EREE

i

e

Al Day 2021 February 2022
Concept Development Platform Latest Generation




An Overview of National Al Strategies

Artificial Intelligence Strategies

March: Pan-  May: Al October: December: January: March: Alat  April: First  April: UK May: White May: June: Towards  Fall 2018:
Canadian Singapore Al Strategy  Finland’s Al Budget for Al the Service = Workshop Al Sector House Summit Sweden’s Al an Al Strategy EU’s Al
Al Strategy Announced 2031 Strategy Taiwan of Citizens  for Strategy Deal on Al Strategy in Mexico Strategy

Ll Jil =l ol 0]

‘ * * : —_— ) —
A 4

March: Al July: Next December:  January: January: March: April: May: June: Fall 2018:
Technology Generation Three-Year Blockchainand Strategy for France’s AI Communication Australian National Germany’s Al
Strategy Al Plan Action Plan Al Task Force Digital Growth Strategy on Al Budget Strategy Strategy for Al  Strategy

2018-07-13 | Politics + Al | Tim Dutton

BRIFE ¢ https:/medium.com/politics-ai/an-overview-of-national-ai-strategies-2a70ec6edfd



The Biggest Companies 1n the World 1n 2021

The 100 largest companies in the world by market capitalization in 2022 (in billion U.S.

Apple (United States)

Saudi Arabian Oil Company (Saudi Aramco)
(Saudi Arabia)

Microsoft (United States)

Alphabet (United States)

Amazon (United States)

Tesla (United States)

Berkshire Hathaway (United States)

Meta Platforms (United States)

Taiwan Semiconductor (Taiwan)

UnitedHealth Group (United States)

dollars)

2,640.32

2,292.08

1,581.72

1,468.4

1,038.73

BRIRE ¢ https:/www statista.com/statistics/263264/top-companies-in-the-world-by-market-capitalization/



Global Private Investment in Al by Focus Area

Annual global private investment in artificial intelligence, by focus area

Includes companies that received more than $1.5 million in investment. This data is expressed in US dollars,
adjusted for inflation.

$12 billion Data management, processing, cloud
Medical and healthcare
$10 billion
$8 billion
$6 billion / Retal

$4 billion Natural language, customer support
.\ —_—
/Energy, oil, and gas

Drones
$2 billion :\///\\ //ﬁ /<°Facial recognition
/ - — Educational tech
— —

$0

2017 2018 2019 2020 2021

Source: NetBase Quid via Al Index Report (2022) OurWorldInData.org/artificial-intelligence « CC BY
Note: Data is expressed in constant 2021 USS$. Inflation adjustment is based on the US Consumer Price Index (CPI).

BERIAE ¢ 2022 Al Index Report



Data Is The New O1l

“Data is the new oil. It s valuable, but if unrefined it cannot really be used. It has
to be changed into gas, plastic, chemicals, etc to create a valuable entity that
drives profitable activity; so must data be broken down, analyzed for it to have

value.” — Clive Humby.
La c ‘
KABOELHEGMACLH - RHAREF-BE 0
- A

“Consumer data will be the biggest differentiator in the next two to three
vears. Whoever unlocks the reams of data and uses it strategically will
win.” — Angela Ahrendts

l!,sg%,

“DATA is like the new oil” — Barack Obama

ERE © https://edvancer.in/50-amazing-big-data-and-data-science-quotes-to-inspire-you/ https://tmrmds.co/uncategorized/1071/
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Open Data and Competition

Kaggle & Google Dataset Search NHIRD MIMIC-III and -1V

2 R HE PR B WS R scientific data

National Health Insurance Research Database

Explore content v About the journal v Publish with us v

Kaggle is the place to do data
science projects ‘Sign up with st ane click:

e o share anything wiautyour parmision

nature > scientific data > data descriptors > article

https://nhird.nhri.org.tw/

[ ovoge | | raceao | [ vamoo

Open Access | Published: 24 May 2016
MIMIC-III, a freely accessible critical care database

Manually coate an account:

Dataset Search
o TN

Alistair EW. Johnson, Tom J. Pollard &, Lu Shen, Li-wei H. Lehman, Mengling Feng, Mohammad

Ghassemi, Benjamin Moody, Peter Szolovits, Leo Anthony Celi & Roger G. Mark

Scientific Data 3, Article number: 160035 (2016) | Cite this article
129k Accesses \1322 Citations | 79 Altmetric \ Metrics

Bi boston education data 3 weather site:oaa.gov

Google

Join one of our
competitions

Abstract

MIMIC-III ("Medical Information Mart for Intensive Care') is a large, single-center database
comprising information relating to patients admitted to critical care units at a large tertiary
care hospital. Data includes vital signs, medications, laboratory measurements, observations

https://www.kaggle.com/
https://datasetsearch.research.google.com/

and notes charted by care providers, fluid balance, procedure codes, diagnostic codes,
imaging reports, hospital length of stay, survival data, and more. The database supports

ions including ic and industrial research, quality improvement initiatives, and

higher education coursework.

prd E’ﬁ :?%iﬁ?ﬁ Design Type(s| data integration objective

MERRIRERBALR R onType(s) 9 !
A D nics + clinical measurement « intervention - Billing + Medical History
Type(s) Dictionary - Pharmacotherapy - clinical laboratory test - medical data

Electronic Medical Record « Medical Record - Electronic Billing System «

Technology Type(s) Medical Coding Process Document - Free Text Format

% Jo
@ TR BT 72 Be
i Industrial Technol.
gt F\?esuesa 'r-::?\ Inesctitrt:(:eogy

SRERFEEZE200 BAML  FESHRRESERY - THRSERRRED RO
il BAERTBREGER St OMRARIERS > YRUSEIE - BHLERE
FASAIEER » DAKaggle Bkl (88,726 sRif%) EfTHIMAR » Al & Kappa —Bt
#84.15% - HIRMRE= - ARBEZHRARNRG  HAFE10 A9 RNEBEESS -
IRFAFTESBHERY  RERSRALBRBRS HARER  WTHEEIRERRR
FRRARTS - FUINSABINS KiSFEAE > MEETER TIRCRER A - BERRERE
FEHRYRETSE » #£2017F618.6% REE20185FMI41.5% - AT ERATh
TERITHLRARE > EER - RENRRFRERR - ARIEAERFRERLIESLS
8o

Factor Type(s)
Sample .
Characteristic(s) Homo sapiens

Machine-accessible metadata file describing the reported data (ISA-Tab format)

Ex: NTCIR, BioCreative, Tianchi...

https://www.itri.org.tw/ListStyle.aspx?DisplayStyle=01 content&SiteID=1&MmmID=1036233376062425763&MGID=1036667243465075010



Why 1s NLP so difficult?

Word Segmentation:

TR AR 1 B R el B RN BE L SF 2R PR FF (A rE R
@840 ORG) | PRESR PER [E0R NA | [IFHR VE | [RR na
(27 vo| (A 0| [®5 w| (43 N [fERE NA |

R

EX ok
Co-reference resolution: Fu BRI
The epidemic is too serious, especially those R SR LEZE

countries that are less developed, so that it

cannot be resolved quickly among them. /ﬁ}? *ﬁ?ﬂ%iﬁ[ EZ FE 7F Bx Eﬁ%ﬁ Zﬁﬁ%
\

Intent detection & Sentiment Analysis:

T R - -7 5 T L Bl e R A T B A l)




The difference between NLP and other tasks

Input: A sequence of text (tokens): document, sentence, phrase, or word.

Chinese

English

Hux PER M@ NA| (SE N | [Zp| [ v | (8m v | AdHE (OR

|2 ve | [m e | BEAL oc

CNN

has

geolocated E

video

and | | images

shared

to

social

media

that

appear

to

show

the

aftermath

of

that

attack

Output: sequence, label, or scalar

13



The difference between NLP and other tasks

Input: A sequence of text (tokens): document, sentence, phrase, or word.

CNN has geolocated a video and images shared to social media that

appear to show the aftermath of that attack.

CNN || has | | geolocated || a|| video || and | | images || shared ||to ||social || media

that | | appear to show || the || aftermath of | | that attack

\ ZInE LB SR L SR
233 PER [a@m NA] (SR (Zr] v (80 Vo] AITHBA ORG
(2 vo | [m e | BBBAWL EOC) | SHIAA NA

Text Representation

Output: sequence, label, or scalar




Text Representation and Prediction

Language Vector
Human Readable: Machine Readable:

1966 1966 Late 1980s - 1990s 2000s
ELIZA SHRDLU Statistical Language Neural Probablhstlc

Bag-of-Word Models Language Model
DAILYNEWQ .
Monday. January mcum (
= [21010 2] L101315 0] 2019 208 207 201

> Laker hospitl kev logend Kobe NBA sport o #” GPT-2  BERT Transformer Modelsand  Word2Vec
3 ;‘0 A LAKER P & & o . P ¢ and T5 Attention Mechanisms
4,\ LEGEND Word Embeddings (
| e 203 o5 I 0.5 ] 0.3 [ 0.5 ][ 0.4 ][ 0.4 ]
| Rkt " Jan 2021 - Oct 2022
- . o2 llos o7l [oslosIloallor) LaMDA, xlarge, Chinchilla, CodeGen,
[ \\ L JL A J L 0.3 JL 0.5 JL 0.4 JL 0.2 ) InCoder, mGPT, PaLM, OPT-IML, Minerva
031106102/ 0311051 09 |f 0.9
\ J\ A J L JL JL JL J Feb 2023 Jan 2023 Dec 2022 Nov 2022
: : : : : : : GoogleBard  WebGPT  GPT35  ChatGPT
- N\ N " « - N N N < and LLaMa
0.2 051 047903 |- 061051 071] 04
( ) ( Y ( A ( ) Mar 2023 Apr 2023 May 2023
0.5 [ 0.3 ] 051 0.5 ] 0.8 [ 0.2 ][ 0.3 ] 03 ’ ; :
\ J \ \ L J L J GPT-4 BloombergGPT, StableLM, PaLM2

Dolly 2.0, Titan, BingChat

" Kobe Bryant wins All-Star Game MVP |
"Michael Jordan wins All-Star Game MVP |
"Lebrn James wins All-Star Game MVP |

https://levelup.gitconnected.com/the-brief-history-of-large-language-models-a-
journey-from-eliza-to-gpt-4-and-google-bard-167c614af5af



The evolution of DNN for NLP (1/2)

King + Queen = Man + Woman
King Japan + Tokyo = France + Paris 7" dog
Woro\ table -
@U&!\ ifé monke
Mon ® VQCM i;f_é/
[
/ L WMo >
S - 7
sky
e _'[’&evelogﬂm] (maving) good
[ nice
] u, | Paris
lmz .1~ {produce |
@)
L/
- .
e Camera/ i N
k SealWorld
dolpki.h

porpoi.se

Mikolov et al. Distributed Representations of Words and Phrases and their Compositionality, NIPS 2013 16



The evolution of DNN for NLP (2/2)

. hidden layer 1
input layer

MLP

hidden layer 2

hidden layer 3

TextCNN

/)
AN —
—— < output layer wait
= for
the
X video
= > S and
5 :
oy 2 > do
At n't
ié rent
: it .
5 2 2S L | | | | |
,_/_f_\ -y < n x k representation of Convolutional layer with Max-over-time Fully connected layer
TT— = T T sentence with static and multiple filter widths and pooling with dropout and
_J non-static channels feature maps softmax output
.
BILSTM
Heart is not enlarged
. Seq2Se
Embedding Layer [TTT7] [ 11 [OJ1J OO q q
ENCODER Reply
Forward 0 @
LSTM Yes, what's up? <END>
LSEN s | L] 1
N p N f i f g f ‘ \
>
eI e
& J T 3 X (& J
Backward 5 N R T N - Hh R S e U B
LS Are you free tomorrow? <START>
Incoming Email DECODER
\ 4 \4 \ 4
Concatenate & L ~ J
Flatten

https://research.googleblog.com/2015/11/computer-respond-to-this-email.html

17

Kim, “Convolutional Neural Networks for Sentence Classification”, arXiv preprint arXiv:1408.5882, 2014.


https://research.googleblog.com/2015/11/computer-respond-to-this-email.html

The Current State of the Art in NLP

BERT - Bidirectional Encoder Representations from Transformers

Output
Probabilities

People only need to focus on the Downstream Model
Encoder (o ™ Design of Pre-trained Language Model for NLP Task
Feed

Forward
 — NSP Mask LM Mask LM NLI /@ @AD . N
(CAdd & Norm |<_: / s R 5 \ /( Start/End Spa

Vs

1 ~
Zectelon, Multi-Head

Feed Attention

Forward | 7 7 N x
~—
Add & Norm_Je=

Nx
(_>l Add & Norm | R
Multi-Head Multi-Head
Attention Attention Masked Sentence A f Masked Sentence B Question f Paragraph
A ’ L _} K Unlabeled Sentence A and B Pair / k\\K Questionnewerbir /
C— J | — o ; ;
Pre-training Fine-Tuning
Positional @_@ @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs M
(shifted right) 340
parameters!!

BERT is actually the Encoder in Transformer,

but it has many layers 18




ELMO, BERT, ERNIE, and BigBird

: Transformers for

Longer Sequences ELMo |
https://arxiv.org/abs/2007.14062 ( Embeddin gS from
(78) Language Models)

._ | https://arxiv.org/abs/1802.05365

ERNIE (Enhanced
Representation
through
Knowledge

'ntegration)
https://arxiv.org/abs/1904.09223

(Zidirectional
ncoder
epresentations

from 'ransformers)
https://arxiv.org/abs/1810.04805

19



The Current State of the Art in NLP

@ Amazon-owned @ Chinese « Google @ Meta/Facebook @ Microsoft @ OpenAl @ Other
ransiormer
) ° [ .
BOTS ~ BlenderBot1 PLATO-XL Blen de%&G[Bard* BlngChtartn‘le.Bm 15
A
Encoder Decoder billon parameters e
( ) GPT-4*
WuDao 2.0
v N
GLaM
DistilBERT 15 PanGu- 5'9'“3
@D~ &0/
' )
PaLM ‘ . pPaLM2
Gopher
RoBERTa BART @ Exsons .Sgnsem
e R Z Emie 3.0 Titan e
e Pan(glpha“u\m"" '\/ BLOOM Ergot
M2M-100 ’ @ >mdo. @9
GPT-3 O O GLM-1308 . WebGPT
| LaMDA FLAN ’
o € YaLM 1008 LLaMa2
ALBERT BigBird ® ciows © o820 0
xlarge Seaiae e
Falcon LLM
y GPT-NeoX AlexaTM
https://transformers.run/back/transformer/ ¢ pr o Dolly 2
ELECTRA P fopra oot Soe e oayzo
;e ° GPT-J ° ° ° Alpaca Sall -78
BERT / T5  Megatron-TiB Wolm CPTNeO  agag w
pre-2620 2020 21 22 2023
DeBERTa
David McCandless, Tom Evans, Paul Barton source: news reports, LifeArchitect.ai
Information is Beautiful // UPDATED 27th Jul 23 * = parameters undisclosed // see the data

Mape witH VIZsweet

https://informationisbeautiful.net/visualizations/the-rise-of-generative-ai-large-

L AlPd(d language-models-1lms-like-chatgpt/



Sweeping wave of ChatGPT

MRS gt | 95— HE 10 © Googl TEMRUK IS 1y

FIBFEIR R ARG, um/nmwmkm FRARA TR TN oo

EFRARW K AE=R LR ERE
ATEH6HA ERARNE

Bl BNTRERE

ZHAREITLRE
BT

BUSINESS WEEKLY

023.0216~0222
HISER > AT 307 KPR BB A B RER - SIR ATt
CRNFCAENRRIT? B ?

ChatGPT

3]

R BFARE : EHREABES

lm)&u!iam.-m«‘umlﬁzcna:(:::ﬁet:l'wmm %A11%9ﬁ}*?

T h e Earthquake horror

Economist [Ermmrr i - —‘fxmﬁﬂﬂ

Femn -

SR =
—EHEREEEC - REREE

S (REED

t 2 IR 5 7

Hi ChatGPT

Hello! How can | assist you today?

Vhat do you think of a TIME

As an Al language model, | don't have
personal opinions or beliefs, but | can
ome context and information on

“The Al Arms Race is Changing
Everything” could be an attention-grabbing
and thought-provoking title for a cover
story on Al. A cover story in a widely-read
publication like TIME could help raise
public awareness about the potential ri
and stimulate

loped and deployed in a responsible
and ethical manner.



@OpenAI

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in a
conversational way. The dialogue format makes it possible for
ChatGPT to answer followup questions, admit its mistakes,

challenge incorrect premises, and reject inappropriate requests.

ChatGPT is a sibling model to InstructGPT, which is trained to
follow an instruction in a prompt and provide a
detailed response.

November 30, 2022
13 minute read

https://openai.com/blog/chatgpt/

ChatGPT

APT

RESEARCH

BLOG

ABOUT

Examples

"Explain quantum computing in
simple terms" >

"Got any creative ideas for a 10
year old's birthday?" -

"How do | make an HTTP
request in Javascript?" -

ChatGPT

4

Capabilities

Remembers what user said
earlier in the conversation

Allows user to provide follow-
up corrections

Trained to decline inappropriate
requests

A

Limitations

May occasionally generate
incorrect information

May occasionally produce
harmful instructions or biased
content

Limited knowledge of world and
events after 2021

>

Free Research Preview: ChatGPT is optimized for dialogue. Our goal is to make Al systems more natural to interact with, and your feedback will help us improve

our systems and make them safer.

https://chat.openai.com/chat

22



Time to reach 100 million users

20

18

16

14

12

10

16 Years

Mobile Phone

7 Years

4.5 Years :
3.5 Years

2.5 Years
9 Months

2 Months
1

Internet

Facebook WhatsApp Instagram TikTok ChatGPT
Source: Linas Beliunas

23



The models become larger and larger ...

The blessings of scale
Al training runs, estimated computing resources used
Floating-point operations, selected systems, by type, log scale

4
— PalLM (540B) 102
- ] GPT2 LaMDA
® Drawing anguage DALL-E 102 Q ‘
@ Vision Other BERT-Large
NPLMO 5 ol 1016 @ EERE z& B® Microsoft
® ’ 1758
NetTalk ) 107 Q @ ChatGPT
o ° Auto Bot Builder Jasper
Neocognitron & °® 108 WriteSonic
138
@
o DAUNE 10¢ g MT5/ Lampa | @ g workspace
7 1378 Bard
OTheseus ; ;43(% ee glo
T T T T T T T T T T T T T T b3 80B 70B
1950 60 70 80 90 2000 10 22 Q = opher ot hilla_ Sparrow
oogle DeepMind . ———— nchilla
Sources: "“Compute trends across three eras of machine learning”, by J. Sevilla et al,, arXiv, 2022; Our World in Data ‘NTHROP\C Phude
1000 = - ...
. = ®
— GPT-3(175B) —__ Ba' @ EE 11 — (
% 100 — Megatron-Turing NLG (530B) \",
: e - ha |
© 3 .4 /
2_ Megatron-LM (8.3B) s T LG 7280 HUAWEI |
e 10 120 B :
é m OPT-IML Galactica { >4
a 1758 BlenderBot3 |
= 1758
@ 1
] Jurassic-1
% Al21labs 178 B @ imeration/cotaboration
§ BERT-Large (340M) Chatbots <
01 Parameters
“ @ LG AlResearch whs e
LELMo (94m) @ 12005008
0.01 @D! —_ Megatron-Turing NLG um«z008
2018 2019 2020 2021 2022 5308

.~ &m




ChatGPT's exam ability

@ OpenAl

4 1

gpt=
vision

Exam results (ordered by GPT-3.5 performance)

)

gpt-4 (no

Estimated percentile lower bound (among test takers)

100% —

gpt3.5 W

I
BN
=)
@

60% —

40% —

20% —

0%

https://openai.com/research/gpt-4



Step 1

How to train ChatGPT

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

|

e}

Z

Some people went

to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity. Explain war.

o (0]

Moon is natural People went to
satellite of the moon

AN J

Q

0-0-0:-0

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs




Generative Al = Automatic Knowledge Production

aMalzEChatGPTEEN# ?
101ESFREI

ChatGPT IfgE EREHZ

BSTEFNAVA 72 ERE
BRIEFCHERXE
BN ERIEERBANLRE
k5| AR E15RE

BERRNE
BAESEXR BRI SRS | R8TV
BEXE BFE X E (B ERRIENT)
AR IR HEEIRAERZIUNS
EAREREE HH— AR EE R Z R
B EFEPIHEE

—— JLU _JL _JL _JL _JL _JL _JL_JL _JO

it ¢ BB S R AR ERAMER: /AL

25 (BB 2 ot
BHTR  EEEARRR FRE  vhm - AR I |



This March 1s very Exciting

Google released Al into Workspace

OpenAl publishes GPT-4

Midjourney publishes V5

Baidu published X/0—F

Microsoft publishes 365 Copilot

Stanford University open-sources new model Alpaca 7B
Traditional Chinese Alpaca released

Meta open source LLaMa 2

| Alphabet

Microsoft -




ChatGPT (cont.)

BREFRKZEMEERNOME  FERE A REMNEER

FREAYSREAT -

BIRFREAENFER/BIERNMR - RE—BWRE - BHENHRIEERER - FABE
R RAFANERSEABMRFREANEE -

BEEHTINMRNRME TERNTE > WHBRIFEHEREIEES LBEES - HIFE
MR AR EERBOA RS - BREBRAEENELCHIEE TS EENME -

BIEE R TTERFME BERFEK - BRFEENEE -

A4 2 (/7
B |

Sincerely,

[Your Name]

EXHECRNGS

B (HZER) NEREXTAEMN EE (Leonardo DiCaprio) MERIEZL-ZHWHT (Jack

Dawson) EZ&# T %% Er (Rose DeWitt Bukater » R4S SBENREENE) MEL » R
FMFCFTIREHER  WEBTT—RE - METHNELEREERLNER - E2—8

EHEMRANGER  hEREXPFRIABTNRZRZ— -

A s — BN TRARNEDIT

TRX

BIENEAREERZ
BN TR
TRT  —EX

HMREEREEE

PHERE > BINEER
AREaRIEER
BMERRF AL EEE

TRX » BOOELE
{BARLELINE LR T
TRX » BB ERR
[EfEHEBERIEFR

AET SRR

B D Rt iFE
E S EF ARG
BARMERFRR

TRX » AAREN
EARAMERERA
TRX > AESBHLE
SEEEFHTAT

29



ChatGPT (cont.)

& EERAPythonE—E TSR

[E) @ mEIMEBYEE—E Python XA —ETTIESH - ~ TSR BRI
iR - EFTAREHIRES « BATIRIBR % -

8% AT MEZ—EFRRIRER~SEMER - SEERNEHNE —ERE - UkA TR
A FERRGAVIEIR o AT DS IE LR MRTEENREARRIF » QI FA ¢

() Copy code

(self, value):
self.value = value
self.left = None
self.right =

() Copy code

(self):
self.root =

BTR > BMEEES— EEARETEE  TEER - SEEERE S S ERIEAD o et

s Aohe o 1f. t | :
85« B AR MBS AR - celf. root - newnode

ERREABHNE - RETNES—E insert()’ 7k > THEK—ERE > trEzt |G
B IHA—EREENES - RETMEHERE

if value < current_node.value:

if current_node.left i
current_node.left = new_node

current_node = current_node.left

current
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ChatGPT (cont.)

BERBHERMMAT » MMBEMEFETER ?

RE

1. BERE(PXEEAT » FEMEXFMFEREX) :

XFTER A5 EBMREA » 3 REIRIPEFELIRAREAN » RENR—KZ
RIEBZEA/NEERIRIEEMA » RRREIERZERREN/NBRAIERE > EHAB
BiE - RESEMR - MEAINAILOOBREBRM:Z » KIRENER
dicloxacillin j& & » fERAMRIFE » RSHERBRARZZNE - 22
EXIREER 39.3.C » EIMEK 18.6K/uL » DERAMIK (segment) 92% > C &Y
REMER (CRP) 20.45 - AMAEIEEEXIRE AL RITIRERE » TNREE -
B8 ~ IBEHEM » KIVETREE - % ERRES - BERG FEIK
FHMAREE -

2. BEML(FXERAE » BRMEXFHMEEN) :

10 FRIARMRE - LIGRETE - DiAEEAMX -
BiFBEESIE « $8RA © AR« fE - MRBEHER ©
BiFBERIMS - FilikEmER o
BiFBEBREY R RYIB -

FRBpIRIEACERARGE -

Rigm L SURBIERAERMAMXNESR - BEMERKE—TEEER
HUR SR AB A - B IR MM SEIRE RS - MEBHIRALEREAVAER - B M3KkE
YHCRPIEH S - HBMARSANERRIR - REGARLRELBRIGREE W58
&2 - BERAR FRIKERNERGRWE—EE REAERS R - M - KEZENFEH

BRTE— PR > WAIRERPRAEAN CBRAS RN L IR -
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ARt FBE(EFR0D

WRIBHEA - BABRERRVALIERYS - 2% - RESEN - BRMIKEA CRP EhAS > FIAE
RMBRGRIIER - B EBMERGERWINKB TS - RIbEREZRR (IR TR
EFMETIGRE - Bt » HEBBBAFTEEAE - EFvaRr RHETENERIE

B BIREABHZSEFIRGMEN - W HE—DETHERRENRR



ChatGPT (cont.)

HRHHIELERE

fRRE:

XL
MRl B
FHR : 455%

IRRE -

XFEERSKRAILIRAREAR » 2@ IERBEREA/\BEAIRIEEA - 2REIERERZ/)\ER
ATRERNVE » (4RE3IE - BESEM - 2RAIAIERILOORRK ERI:Z » IREMLER
dicloxacillin}a# » AMRIERRIFE - SHERARARZZHE - HIRER39.3.C» HII
ER18.6K/uL » DERZE MK (segment)92% - CEUX & H (CRP)20.45 - ZAACIEEEIRRA
WEIFIREREA - INRAETR  BENE ~ BIEEEM » KMMETEEE - BERS FEKEHMN
EREE -

BERSL

10FREARURE - LaRERrE  SUSBEERK - BilBRESME -« #ERE - §F
* itk MRREER - BiliBERIMG - FIRBMIER - BB EREMR VB
8 - TREHIRTBACEHRAR -

#2500 -
RBEANBESER - 2B AME B EEMK -

¥

JAREETE

BERein TREIOISHAAERIAR » BYBRRKRIFE(L - URHEERRENHENERE -
AR - ERHRANBMIKGE - ARSI BURCERBUEERSHRETER - &
AR - BRAEBANSHEING  FERFEBENRENES - BRHEN

HEEAESURA

Medical History:

1.

Present lliness:

Mr. X is a 45-year-old male who developed erythema on the dorsal surface of his right
foot three days ago, which rapidly spread to the anterior and posterior aspects of his
right lower leg within one day. Two days ago, he developed significant redness,
swelling, and pain in his lower leg, along with fever, chills, and other symptoms. He
visited the dermatology department of a hospital in Taipei two days ago and was
treated with dicloxacillin, but his condition did not improve. He presented to the
emergency department of our hospital in the early morning today. On examination, his
body temperature was 39.3°C, white blood cell count was 18.6K/uL, segmented
neutrophils were 92%, and C-reactive protein was 20.45. A review of systems revealed
no respiratory symptoms, diarrhea, abdominal pain, vomiting, or other symptoms, and
his bowel and bladder habits were normal. His appetite and sleep were also normal. He
is planned to be admitted for intravenous antibiotic treatment.

Past Medical History:

He had a similar illness ten years ago, which improved after treatment and was
diagnosed as cellulitis. He denies any history of hypertension, diabetes mellitus,
hepatitis, tuberculosis, or hemophilia. He denies any history of trauma, surgery, or
blood transfusion. He has no known drug or food allergies. His vaccination history is

unknown.
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amm 2,401,000 1
FRINSE 217,421/ M
B91LISE 140,823/ WA
B 252,450/ W
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FEEEFHB 11417528
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4B 77940/ MA
FESE4B 67,3097 M
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E{ZH 41,042/ M8
SUEH 6T130 A
REUE4D 58,394/
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SDGs FITEZ O BIENT -
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NETER

Rt

BEHE

MRIFE

SPKEEE

A EIEERAER

EE L FRLEER
EXAIFRMERES
WOAREE
AR T A E
BEINHBNEE

FE¥ RAREL
BENBERORE
EMZEMNERARRRE
FF ~ AIE ~ BAAIMEIE
BSIEBHRMFNEL

B TEEmHRIRRERTFER) PERT

(1)2= R o B B5 R K 75 7B 1) (2) DR 5 B85 01 Rk B 1) (B)7K B B Rk S5 R Bh v R () ER R B IR (B)IRIR @
A REBIEMER

$SDGs17IEZ /U B AP LA RARH?

11 OE E%E&ﬁiiﬁiﬁ{%é@éﬁéffﬁiﬁ https://ksepb.kcg.gov.tw/FileDownLoad/FileUpload/20220602112525967882.pdf
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Using ChatGPT for Midjourney-specific Prompts

What is the concept you would like me to generate a prompt for?
A‘d An abstract tree

@ Here is a prompt for an abstract tree:

[} Copy code

a digital art illustration of an abstract tree, by Beeple, surrealism,

gradients, in a forest, with a black , geometric shapes, neon colors,

high detail illustration, vibrant colors, abstract landscape, inspired by

Vincent van Gogh's Starry Night

Would you like three different options for prompts for this concept, or would you like to

move on to a new concept?

Midjourney Bot ' sor A
a digital art illustration of an abstract tree, by Beeple, surrealism, color gradients, in a forest, with a black background, geometric shapes, neon colors, high detail illustration,

vibrant colors, abstract landscape, inspired by Vincent van Gogh's Starry Night --v 4 --q 2 —stylize 1000 - @Xanthius (fast)

.’"4\ ;5'- ~ ’5”\
- \/_1.
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”

>
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- -
Y

- -

https://www.reddit.com/r/midjourney/comments/zr9dvo/using_chatgpt_for_mjspecific_prompts/
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Al-synthesized faces are indistinguishable from real
faces and more trustworthy

O EmHAE

FALESR) KFEEEERA @  IVMERREF

(&

RARHREA

2023%F2R24H

EIRRPD / RIESCHRE

IRAIANTEBEZIRIME R - IR THIREBAZIN > AIRETBRS - EEERE
ANBREEFLR - RIEBAMAE—BMA > BABERFLBENRILENEK  fER
K S > AMRGHERIIPTTE - RAKLSIEHRD - BHARDAREE - TVE
HNEKRET) ~ TAEE#HEZFEAENIME ~ THNREAZEREE » ZFEEFMAIBEEH!
T1 e

BABMABARERIFLSERYK - (B / BHRE)

This photo 1s generated by using ChilloutMix!!



Metaverse - Resurrect the dead

| Met You

Black Mirror: be right back

What are you doing now then?
Duh.

@ | mean really speak.
We can speak



What are the applications of NLP ?

Information Retrieval Sentiment Analysis Information Extraction

Doc1
Doc 2
Doc 3

Machine Translation Natural QuestionAnswering

Language
Processing

49



NLP Applications

Optical Character Recognition

OCR'

'y
N

)) Speech Recognition




Exploring Social Interaction

IRER LR IR RS P RY B BB (%




Reader-emotion Recognition

e BH K JH{E = R3.1 )0
2012404 H01H G| 65
ZeWmE) KB ESEERE  HRES

EHE ETEHESSTSELTESE
9.5% - ';fé_’hm3 1“’1: HE %iﬁ_"’[l Eiifm‘: 15 ,“

E,J“ r—JEB&fE éﬁ?ﬁj@iiﬁ:ﬁ

Facebook 4338 & | B _H4RH MA Yahoo s BT Rk 44 W

GEE] 22 %] w Tweet | 1 [ Prurki R CREE = 5iEp

D O RA O BA @ N0 © Bt D RE D B0 D ea Jxk
1% 0% 4% 13% 1% 0% 0%

KAFTRDEEPIIERE »
- EEERE/ TARFKEBEL AX11EIRBEIS

o BAFERER /S: MEAR, REEELH
- BEW (EEF® BER? ISHMAARRX

£E: Facebook [k] Twitter [[Z] Plurk $17 1058 K %




Reader-emotion Recognition for Publicity Mining

BREHEK )IE - tR2FA

s BRI/ SR E]RE

2021%3R15 B— £49:05 - 3 88 (R:ERR)

f
=
AZEREG)IE > MEERHTFOETION  NENRRETRT » FEX W) BRI 81 TEE - #I5R
A ° - (B / EBitt / BEEG)
Facebook 338 %| 5 %Rk MAYahooR BEHT RIS 44 EELT > AIRIMERS « 3
AIARAR) || B TR RIS
GEE(22%] w Tweet 1 D s 1 Sm 15 5585 D B AT AR Piers

@ O RA @ BA @ WO O BiE D RP D BE D BA (24 KX | ison Miller) » HE=EE)IE

1% 0% 4% 13% 1% 0% 0% AT BRE) 1 LEMER: TR
BRI —aN  HERERER
KAFEDEEPTER »
- BEERE/ TARREBET AX11BFHRES
. BAFEREE NS: MEAR, REBHRS % EREEM SR AR

- BER IEETH) AER? NSRERARRX

4% [ Facebook k] Twitter Plurk 3447 1058 #

Hsieh etal., “How do I look? Publicity Mining from Distributed Keyword Representation of Socially Infused News Articles” , SociaNLP @ EMNLP 2016



Learning Linguistic Template for Recognizing

Reader-emotion

A clause C, in an article:

)

(

\

()/mma representing the Democratic Party, won the U.S. Presidential election again

f _%j_t_ﬁﬁﬂﬁi% 5 A5 32 [ e gk 2%

Domain
Keyword

Semantic
Class

Lexical
Database

Filtering

[ﬁ%iwomen : [Tiﬂjj help] : [/ J N ‘sz chlld] : Eﬁ?'ﬂz
treat] [j\human] [ 70 7/% con51der]

Barack Obaind

________________

AR T R l.f'é' @Elﬁ‘ﬁﬁ

] < weels) D)
] R e MR s
Ao S B ) )
l sequence of crucial elements

WARM -

WORRIED

[ %country] . [ééé_‘l__‘.occur] . [iﬁl%
earthquake] : [ﬁj‘-] %&disaster]

.

Chang et al., “Linguistic Template Extraction for Recognizing Reader-Emotion and Emotional Resonance Writing Assistance”, ACL 2015.
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Emotional Resonance Writing Assistance

Learning Linguistic Pattern from Raw Text
for Knowledge Representation

Task-1 Task-2
60 4.5
4
g
30 3.5
40 3
2.5
30
2
20 15
1
10
0.5
0 0
w1 w2 w3 W4 w5 w6 w7 w1 w2 w3 W4 ws W6 W7
ONT sWT ENT = WT

Figure 1. Comparison of the number of correct emo- Figure 2. Degree of emotional resonance between
tional response before and after utilizing templates. writers and readers

Chang et al., “Linguistic Template Extraction for Recognizing Reader-Emotion and Emotional Resonance Writing Assistance”, ACL 2015. 55



Knowledge Graph of Social Interaction

Obama slightly leading ’ (" U.S. President Obama
Romney after the debate leading Republican
P Lo

Biden and Ryan have a dispute in §&
the first debate of vice president.

y

presidential candidate
o Romney with 47% to
46% of opinion polling.

Baag 104248 L¥613
2 Seasoned Vice President
%' Joe Biden versus

h =

“
younger Republican vice d ‘ "
presidential candidate Paul Ryan.

(HSUREIET) MNNSOREE
(Reutersfipsos ) &-FA#87 R0 B IGM FUN | HERER

R AT % 8 Lo i

nmm, AR - 201210128 THI245

MYRRSIES T3 WA  WAREMAIMSES RIS » liTM TR ERIERT
SRR B ST

President Obama will
have three debates
with Republican

o presidential candidate

Romney on October.
Because Obama was overly i : I
conservative in the last debate, 5
polls of Republican

P presidential candidate Romney
show him in the lead.

s xmm EXEIG G BB ARF

£RS wws-2umenTa TETR

) Vice President Joe Biden versus

& Republican  vice  presidential ¥
candidate Paul Ryan who promote &
I conservative budget policy. [

FREMRRETURDMRIAY (C
248 » REHAEMLENUN IR, EoR¥Shos¥ 305y
| — |

(Joe Biden)

Chang et al., “SPIRIT: A Tree Kernel-based Method for Topic Person Interaction Detection,” IEEE Transactions on Knowledge and Data Engineering, 2016.



Tree kernel-

based Method for

Detecting Interactive Segments

\
Candidate Segment Segment Structure
Generation Generalization
CS:{CSy...5CS,} SC:{sc,,...,s¢,}
J

—
=~ =

==

Rich Interactive Tree
Construction
RIT:{rit,,... rit,}
—

D:{d,,....d.}

A set of documents about a topic

Jntra-inner Inter-inner (~
Intra-surrounding o

2" Inter-surrounding
Intra-outer

Inter-outer

Convolution
Tree Kernel

Support Vector
Machine

Interactive
Segments
IS:{is,,....is,}

Non-interactive

Segments
NIS:{nisy,...,nis,}

Chang et al., "SPIRIT: A Tree Kernel-based Method for Topic Person Interaction Detection," IEEE Transactions on Knowledge and Data Engineering, 2016

Training Corpus

Interactive Verbs

TI:Atiy,... b}
PERSON INTERACTION
DETECTION

SENTIMENT ANALYSIS
L S T 2 B Y
t it ¥ f

L ‘W;naj $ ’f

)
) |

SOCIAL INTERACTION NETWORK
PERSON INTERACTION
EXTRACTION

IV-{iv,,.. v}

Motivation

The web has become a powerful medium for disseminating information about diverse topics, such
as political issues and sports tournaments. While people can easily find documents that cover
various perspectives of a topic, they often have difficulty assimilating the knowledge contained
within large documents. This problem has motivated the development of several topic mining
methods to help readers digest enormous amounts of topic information. The extracted themes and
summaries distill the topic contents clearly; however, readers still need to expend a great deal of
time to comprehend the extracted information about unfamiliar topics.

Q) http://nlp.tmu.edu.tw/interaction/index.html

Barack
Obama

Visualization of Topic
Persons Interactions
57


http://nlp.tmu.edu.tw/interaction/index.html

Tree kernel-based Method for
Detecting Interactive Segments (cont.)

E : Notation:
[NR | [VV] [(vw] [pullp] [~r] [wv][pullp]l [nR] [VvV] [VV] otattor |I|V| |N|R||VV| |VIV| |N|R||V|V||V|V|
I | 1 l H H ranching
S o Pruni 5
E?\E% :*E\ 'fk%ﬂﬁr& ; 75/3 EE‘ Eﬁg y 71% %Eﬁ)% 7\%1 __m_mrl&.__ Interactive Verb ME% tﬁ.\ 'Ttﬁﬁi)%"&_ ) ﬁﬁjjb E#ﬁs 7\%1
Obama want || convert enemies into friends at || the White House || entertain let Romney enter cabinet; _ . Ornamenting _ Obama want || convert enemies into friends Romney | recruit | enter cabinet
. 71 A . Dependency
k"«'.::.—....:.:_.:::::‘-‘-""_‘.‘59““'4;,.2::.. . — 7 - 5.“,‘_":‘:“""\“./ e Shortest Path-enclosed Tree
person dependency path -
}}Té%}‘jimerviews
dep
ROOT conj ‘T"Eé@refuse dobi iﬁ\:ﬁ%press
Cj 0bj
root, conj conj
[Eke{%cbmm]d_ep.[ T&Ean’ivc conj g;écngagc in colloquy} prep [ ‘E/—’S‘\iwith } pobj [ Eﬂﬁ%j%Hu Jintao]
dobj advmod advmod nn

nsubj

[é%éﬁpresidem] [ E'jChina] [ 1 then ] [ Bﬁﬂﬂimmedmly] [Iﬁpresident]‘T{ E'jChina]

nn

% United States %People’s Republic 5 8




Multi-Task Deep Neural Network for
Person Interaction Discovery

Sequence Loss Classifier Loss
TABLE 1. EFFECT OF ADDING VARIOUS SEMANTIC AND
SYNTACTIC FEATURES ON THE CLASSIFICATION PERFORMANCE. P AND R
L REFERS TO PRECISION AND RECALL, RESPECTIVELY.
Sigmoid Sentence-Level BRCNN
Features Features Method P/R/F1-sc0re (%)
0\ SPIRIT 68.89/61.56/65.02

I
: Bi-LSTM 66.64/65.28/65.96
T°|';e"-Leve' ® MTDNN 67.42/65.66/66.53
eature g + Entity Embeddings 70.65/66.55/68.54(+2.01)
= = 2 + RIT Embeddings 70.09/68.24/69.15(+0.61)
S S S + POS Embeddings 69.37/68.99/69.18(+0.03)
Convolution O O O + Dependency Features 69.27/70.13/69.70(+0.52)
O O O + Threshold 66.36/78.88/72.08(+2.38)
O O O
O O O
. @ @ @ Y, TABLE IL THE EXTRACTION PERFORMANCE OF THE PROPOSED
@Hmﬁ «»l:'i."l MODEL AS COMPARED WITH BASELINE METHODS.
Th,;?fs#:,,yer ﬁ«» sisv (o gl IR g B Method P/R/F1-score (%)
b & Word-Level CRF 59.40/31.92/40.66
Char-Level CRF 60.30/34.36/42.66
Word-Level Bi-LSTM-CRF 68.68/50.22/56.20
Word o S o Char-Level Bi-LSTM-CRF 54.46/33.14/39.99
Embedding 8 8 8 MTDNN 62.98/55.59/58.12

Chang et al., "Using Multi-task Deep Neural Network to Explore Person Interaction from Social Media,"WI-IAT 2022



Multi-Objective NER POS Annotator

IASL Multi-Objective NER POS [E#H MONPA: Multi-Objective NER POS Annotator

MONPA a2 —EIRHFIERP XS « AMEE MR SR REEFBNSEHEE - WHRBERRAHEE (v0.1) HIEIERR
An notator A (http://monpa.iis.sinica.edu.tw:9000/chunk) > ZNzTEIHEIEFTHR monpa (v0.2) B12EpX AT LA pip install # python
package ° (#882 : FI4EIAAR S vO.1 » B python EEAR vO.2 I _FA95 3345 R ETAEFIE )

s : : B HThRAI monpa model Z{EF pytorch 1.0 1EZ28IAR H3RAGEREY » FRIATEERAARRZAE] » s555% 4 torch 1* LA ERRAT BEIE
EHE RS KBNS I BT ERRaERaA L S HtA (BRI monpa Eff -
R

_ . 1. EEUREA monpa ST - BRFERIEEEEF (stopword) RAREERFAE (punctuation) -

e 2 SRIWAF monpa HTFERIFIEA 140 FTAVEBABREGES - REKEN AW TEBES monpa 115 - 7S
£ wiki Mg R XY AAE @A monpa 153 ?)

3. X3 python >= 3.6 » RX4E python 2.x *

L8 monpa Eff

monpa EAZIREIX(ER pip IR BIERRRNRESREER -

Results:

xsix PER (M w | (5% wo | (B0 v | | adtmmu GR6

[%?JE vc] [E’J DE] FREFLL (Loc M bip install monpa

[ | [ | RRFFHEEENREHE torch >= 1.0 & requests FEH » FHRAIA pip HIERE -

http://nlp.tmu.edu.tw:8080/chunk [g

r https://github.com/monpa-team/monpa

Y.L. Hsieh et al., "MONPA: Multi-objective Named-entity and Part-of-speech Annotator for Chinese using Recurrent Neural Network," [JCNLP 2017. 60
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Valence-arousal Prediction for Fine-grained
Sentiment Analysis
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Chang et al., "Refined Distributed Emotion Vector Representation for Social Media Sentiment Analysis," PLOS ONE, 2019



MONPA + Valence Arousal

Valence & Arousal
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Length limit: 200 characters. Longer text will be truncated. —— ——
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Numeral Understanding in Financial Social Media

Taskl: D BNE RN F RSN F a2 G A HE

Not related directly related
() )

Remember 2009? $BAC was at 3 a share. The people of
Greece all want SNBR to open to get back to normal. Tired
of banking notes on Notepads

o Task2: DEEMNEPRCHNEFER  + Task3: D BEFESHClaim (EH)

{Category: quantity absolute, @bBSOlite, money, price, -}
Textl

5 4Q18 #E - FEREMLAMENK - BkEE4E » ASP+3%YoY » B 61 {En(+16.5
%YoY) » FFETRHA - 4ERF 2018 ££7521& EPS 5 7.51 JTAE - 1Q19ASP EHEAE]
+5%YoY  {BIRTEEAY+3%YoY » FEfH 1Q19 UL R ZE 64.14 BT (+25%Y0Y) »
B f 2 R 2 B E P B R [F I 0+0.5% - FRIGIERIFAE 431 (&
TL(+36%Y0Y) » #itk EPS £ 2.06 7T » 2Q19 ZEZFENETET » FRABEWR
#Z 13%YoY - 1H19 EEH)aE R TEELL2H19 FHSMIERRISE GIRF] - K
YoY) » BRI R BRI S

Category: Money Category: Relative
Claim: In-Claim  Claim: Out-of-Claim

BB I 2019 £ EE 270 (8
s 8% - #f% EPS iy 8.99

¥




Business Intelligence

PIBARSRERIZEBEPIHNES



Emotion-infused deep neural network for emotionally

post

(o]

Number of Records
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n

o

Like  Sadness Disgust

Post Emotion

Chang and Hsing, "Emotion-infused Deep Neural Network for Emotionally Resonant Conversation", Applied Soft Computing, 2021.
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input

output
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Context vector

E1 : post emotion

<BOS> begin of sentence
E2 : response emotion <EOS> end of sentence

Human assessment on the 5-point Likert Scale for the quality of emotion-specific response generation.

Post emotion

Response emotion

Like Sadness Disgust Anger Happiness

MatchScore[FluencyScore[Average (1 to 5)
Like 4.40/4.02/4.21 3.06/3.56/3.31 2.36/3.24/2.80 2.28/2.80/2.54 4.14/4.16/4.15
Sadness 4.40/3.70/4.03 4.26/3.90/4.08 2.34/3.88/3.11 2.32/3.78/3.05 4.18/3.16/3.67
Disgust 4.10/3.10/3.58 3.84/4.32/4.08 2.54/3.16/2.85 2.48/2.98/2.73 3.84/3.50/3.67
Anger 3.60/3.30/3.46 3.64/3.84/3.74 2.78/3.56/3.17 2.74/3.40(3.07 4.32/3.50/3.91
Happiness 4.60/4.34/4.46 3.38/3.98/3.68 2.50/3.28/2.89 2.24/3.40/2.82 4.32/3.84/4.08
Average 4.22/3.69/3.95 3.64/3.92/3.78 2.50/3.42/2.96 2.41/3.27/2.84 4.16/3.63/3.90




Social media analytics for Hospitality Industry

Travel Type

e

Review Title

Overall Rating

Review Text

Travel Type

LR

United o
‘° States ® O o

24
:0
fortable

com
manager

horrible beautifu

“lovely experience”
{ @@®@®@®) Reviewed February 24, 2014

[Everything from the check in process to the check out was handled very]
[ﬂll.}The staff were all friendly and helpful and the resort itself was
amazing.| There were plenty of choices for meals on the resort as well as
close by. Even the shop owners were friendly. Our family felt safe and
very well looked after. We will definitely be staying at this resort on our
next visit back.

-[ Stayed February 2014, traveled with family

“Bed bugs in our bed”

@000 Reviewed April 27,2013

Atfirst this hotel looks ok....until you wake up in the middle of the night at
3:00AM because you've been scratching all over and realize your bed is
infested with BED BUGS!

What a nightmare! When | reported the situation to the managing stuff,
there were no emergency to handle the situation because the decision
maker was not available during the week end and it was a Saturday.
Instead they offered to transfer my son and | to a hotel nearby where a
room was available because they were concerned | was going to cause
Mayhem

They finally offered to investigate the room despite the 4 BED BUGS |
had contained in a glass and pictures and videos | had showed them.

1 was supposed to stay one more night but instead chose to move to a
hotel nearby; turned out to be cleaner-up to date-bigger room- and
cheaper rate and that was the Holiday Inn Express down the road at
3145 Avenue de Hotels.

Beware of BED BUGS! If you are looking for a scratch free night sleep,
stay elsewhere, you will be doing you and your loved ones a favour!
Trust me...and that's why the Internet is a great tool!

“Great Stay”
@@®@® Review of The Muse Hotel New York

Our recent stay at the Muse in New York City was supe¢
hour and our time at the in house bar prior to our show
was the basic King room, but was most comfortable, super clean, nicely decorated, and covered
all needs. We took advantage of the parking garage, which made our arrival and departure very
easy. Upon checking out the staff saw that | had not used my Karma club "raid the bar" credit,
so they offered to credit it towards my bar charge. Recommend joining the Karma Club prior to
booking to take advantage of free intemet access as well. Al staff members were professional
and pleasant. We will most definitely stay here again. Thanks to alll

000 Sieep Quality

Room Tip: All room were charming and quaint. Ask hotel staff for advice on your
personal preferences.
See more room tips

Green Features: Nice atmosphere and perks. The hotel is environmentally friendly and gives
each guest the option to reuse linens and towels or not.

@

Sleep Quality
Service

® Cleanliness

“Great hotel, but AVOID the executive lounge”
@@@@®O Reviewed 1 week ago

From check in to check out, most of the staff here were incredibly
friendly and very helpful. Alvin, the concierge, took time and walked us
through many options to get to Bondi Beach - we are extremely
appreciative of him! Breakfast in the morning is delicious with a vast
amount of choices.

The executive lounge was not only disappointing, but frustrating. The
"rules of entry" seem to change by the hour and by the person sitting at
the front desk. Certain attire is required during certain times and you are
not allowed to take any food item or drink item out of the lounge and to
your room for consumption. The staff downstairs, on the "magic" line,
and elsewhere in the hotel are great - but avoid the staff in the executive
lounge.

Stayed April 2017, traveled as a couple

©@©@@leep Quality ©@©@Rooms
©@@0Cervice

Chang et al., “Social media analytics: Extracting and visualizing Hilton hotel ratings and reviews from TripAdvisor,” International Journal of Information Management, 2019



Social media analytics for Airline Industry

Pandemic 2020
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Chang et al., "Predicting aspect-based sentiment using deep learning and information visualization: The impact of COVID-19 on the airline industry", Information and Management, 2022.

Measure Names
Cleanliness
B Check-in
M Service
Value for money
Legroom
M Seat comfort
| Food & beverage

M In-flight entertainment
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Aspect Probability

17

Fully-Connected Layer

Multi-head Attention
//
Token Embedding Positional Embedding Discr Li; ic Embeddi
), B B B
: + : + Aspect, | e Aspecty
[ A [ o P (ElE(ElElE5]) (Elalalalala] (Elalel6(Eln J
[CLS] good food but tight seat

In-flight entertainment

»

Seat comfort

Value for money

Aspect ratings of four cabins for EVA Air

Review ratina

Pandemic 2020

Cabin class



Social media analytics for Airline Industry (cont.)
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Bio-entity Interactions Passage Extraction for
Biomedical Literature (1/2)

Pubhedgm- PubMed v |21 394427uid] |

US National Library of Medicine

hypertension.

# Author information

Abstract

Pulmonary arterial hypertension is characterized by a remodeling of pulmonary arteries with endothelial cell, fibroblast, and vascular smooth
muscle cell activation and proliferation. Since pulmonary arterial hypertension occurs frequently in autoimmune conditions such as systemic
sclerosis, inflammation and autoimmunity have been suspected to play a critical role in both idiopathic pulmonary arterial hypertension and
systemic sclerosis-associated pulmonary arterial hypertension. High levels of pro-inflammatory cytokines such as interleukin-1 and
interleukin-6, platelet-derived growth factor, or macrophage inflammatory protein 1 have been found in lung samples of patients with
pulmonary arterial hypertension, along with inflammatory cell infiltrates mainly composed of macrophages and dendritic cells, T and B
lymphocytes. In addition, circulating autoantibodies are found in the peripheral blood of patients. Thus, autoimmunity and inflammation
probably play a role in the development of pulmonary arterial hypertension. In this setting, it would be important to set-up new experimental
models of pulmonary arterial hypertension, in order to define novel therapeutics that specifically target immune disturbances in this
devastating condition.

PMID: 21394427 DOI: 10.1007/512016-011-8265-z
[Indexed for MEDLINE]

e -~ -~
1) Steroid mediated lysis of lymphoblasts requires the DNA binding region of the steroid hormone receptor .
2| Glucocorticoids kill certain types of lymphoblasts , but the mechanisms are unknown .

3/ Itis clear that sufficient numbers of functional g]ucocorticoid receptor:s are required to mediate lysis , but whether they do so through the classical model of steroid hormone activation and
modulation of gene expression has not been established .

B N - . .
4 1In this report we have asked which region ( s ) of the steroid receptor are important for mediating lysis in leukemic T lymphoblasts .
_ .
5/ CEM-ICR 27 leukemic lymphoblasts , a clone of CEM cells which lack functional glucocorticoid receptors and therefore are neither lysed by dexamethasone nor capable of showing
glutamine synthetase induction , were provided with steroid receptors by DNA transfections of various receptor gene constructs .
- .
6 We measured steroid mediated lysis , receptor number and induction of glutamine synthetase in the transfected cells .
7/ Our results provide evidence that the lysis mechanism in the ICR27 lymphoblasts is restored when functional receptor number is restored .

_ -
8 The DNA binding region specifying high affinity for GRE sites is required .
9| Lysis is mediated by any steroid that allows for activation of the receptor containing such a region .
) .
10| Our data support the view that steroid-mediated cell death occurs by a process requiring direct interaction of steroid-receptor complexes with the genome .

National Institutes of Health Create RSS Create alert Advanced

Format: Abstract +

Clin Rev Allergy_Immunol. 2013 Feb;44(1):31-8. doi: 10.1007/s12016-011-8265-z

The role of inflammation and autoimmunity in the pathophysiology of pulmonary arterial

Highlight key information &
link them into official database

Hsieh et al., "Identifying Protein-protein Interactions in Biomedical Literature using Recurrent Neural Networks with LSTM," IJICNLP 2017. 72
Chang et al., "PIPE: A BioC Module for Protein-protein Interaction Passage Extraction", Database 2016



Bio-entity Interaction Passage Extraction from
Biomedical Literature (2/2)
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My first BioCreative competition (2015)

. g . Extracted Protein-Protein Interactions
Interactions were tested between either Lstlp (proteinl)

10330397 xml or Sec24p (protein2) fused to the quA DNA-binding 10330397.xml
domain and Sec23p (protein3) fused to an acidic
transc;’iptional activation domai/n/

@[ Official BioC API ]

Official BioC API
Candidate Sentence
Candidate Protein Pairs: Generation
{ <p1> P2>, <P2, P>, <P1, P3 > }
Interactive Pattern Semantic Class .
) i Convolution Tree
Generation Labeling Kernel
IP{ip,,...,ip,} SC:{scy,...,5¢;}

Interactive Pattern fg E

Tree Construction
IPT {ipt,,....ipt,} S

Interactive Pattern Tree

Chang et al., "PIPE: A BioC Module for Protein-protein Interaction Passage Extraction," Database, 2016
Chang et al., "Linguistic Template Extraction for Recognizing Reader-Emotion and Emotional Resonance Writing Assistance," ACL 2015.



LBERT for Bio-entity Relations Extraction

Lee et al., BioBERT: a pre-trained biomedical language representation model for biomedical
text mining, Bioinformatics, 2019. (Citations: 3382)

* In this study, we propose a universal BRE model, i.e. LBERT, which is a Lexically-
aware Transformer-based Bidirectional Encoder Representation model, and which
explores both local and global contexts representations for sentence level

Clas Slﬁc atlon taSkS . Table 3.Comparative analysis of BRE type performance between LBERT and SOTA deep learning models for each task
Classification Task Bio-.entity Re: Corpus Metrics Deep-Learning/Kernel Models SOTA LBERT
Dense Layer BER Output lation Type
HPDR50 71.7/80.0 85.5
LLL Deap Rl ENN/DSTE(L 83.2/89.2 86.0
eepies jurugesan
£ ’ PPI [EPA B P a0 JE R0 83.7
& 2 AlMed 77.6/71.0 74.0
23 Biolnfer 86.9/76.2 72.8
Relation Detection u-F; 80.8/79.3 80.8
_ Task EU-ADR F BioBERT v1.0 (PMC)/Ensemble 86.5/85.3 84.2
GDR GAD ! SVM (Bhasuran et al. 2018) 81.6/83.9 78.5
u-F 84.1/84.6 81.4
. DI MedLine F E"ng:jlcﬂjg% £ f‘;‘f’f&’g’jm 52.1/382 645
g u-F, 52.1/382 64.5
s CNN 123
2 BioNLP Shared e /(Bjbne et
: REL Task 2011 corpus Fi SE| 1stm o0 e 1577 8
Relation Classification
Task u-F, 174"/ 577 58.8
BioBERT v1.1 (PubMed)/ CPT 3-
[ | - ChemProt F, Lk (Ii;lg PE AT ) 764/512 59.1
u-F, 76.4/51.2 59.1
g
23
2
£
=
Figure 3. Lexical Bidirectional Encoder Representation (LBERT) system architecture B IO C re atlve 2 O 1 7
Warikoo et al., "LPTK: A Linguistic Pattern-Aware Dependency Tree Kernel Approach for the BioCreative VI CHEMPROT
Task," Database-The Journal of Biological Databases and Curation, vol. 2018, pp. bay108, 2018.
Warikoo et al., "LBERT: Lexically-aware Transformers based Bidirectional Encoder Representation model for learning
75

Universal Bio-Entity Relations.," Bioinformatics, 2020.



The BioCreative 2021

majority voting mechanism Ensembled models for Track
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Track2: NLM-Chem Track: Full text Chemical Track5: LitCovid track Multi-label topic
Identification and Indexing in PubMed articles  ()a5sification for COVID-19 literature annotation
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Mining ProMED for Infectious Disease Surveillance
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urrent status of medical NLP in Taiwan

National Institutes of Health
Office of Intramural Research

Home | Contact Us

AboutOIR | IRPWebsite | Sourcebook WALS NIH Research Festival | TheNIH Catalyst | SIGs NIDB

it Q  Text Mining and Natural Language Processing (NLP)
View by Name Scientific Interest Group

View by Scientific Focus Area

NIH Text Mining and Natural L Pr ing (NLP) Scientific Interest Group

With the increasing availabilty of text information related to diverse research fields across the NIH Intramural Research
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growth. Some examples of how researchers across campus utilize NLP are improving literature search in PubMed
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NLP can help the treatment flow
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@ Towards Automatic Radiology Report Generation

Semantic and Report
LungRADS Prediction Generation

CT2Rep

Image Date RIS ID Slice Number Maximum Diameter
2016/6/18 TMU-27-2585 43/60 8.4 mm

Nodule 1 impression:
1. There is a 8.4 mm solid nodule with lobulated margin in the LUL.

2. According to Lung RADS version 1.1, the score is 4A.
3. The malignant probability is about 98.20%.
4. Suggest closely follow up and further biopsy.

Slice Number Maximum Diameter
40/60 7.8 mm

Image Date RIS ID
2016/6/18 TMU-27-2585

Nodule 2 impression:
1. There is a 7.8 mm Pure GGO nodule with lobulated margin in the LUL.

2. According to Lung RADS version 1.1, the score is 2.
3. The malignant probability 1s about 24.47%.

Chang et al., "Deep Multi-Objective Learning from Low-Dose CT for Automatic Lung-RADS Report Generation," Journal of Personalized Medicine, 2022.



©® CT Report Generation using LLM
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Using Generative Deep Learning to Predict the Efficacy Prognosis
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NLP for Clinical Narrative Application

Clinical Narrative
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Critical Outcome Prediction

Patients admitted to ICU within 72 hours
Patients revisiting ED within 48 hours

Chen et al., "Clinical Narrative-aware Deep Neural Network for Emergency Department Critical Outcome Prediction”, Journal of Biomedical Informatics, 2023.



Machine Reading for TCM tasks
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Lin et al., “Using Text Mining and Data Visualization Approaches for Investigating Mental Illness from the Perspective of Traditional Chinese Medicine”, Medicina, 2023



The Future 1s Here — No Code NLP

ectronic Medical Record

Discharge Summary Operation Record
Patient Medical Record Nursing Report

Diagnostic Imaging Report  Pathology Report
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The Future 1s Here - LLLM for Data Annotation

APPEND TRAIN

Train model on
labeled training data

Add newly labeled
examples to training data

Active Learning
Loop

QUERY

@ F . Provide guidances on the task description, category definitions and demonstrated examples. ’ ANNOTATE

[

Requester l

2. Provide the data to be annotated.

Use acquisition function to
select examples from
unlabeled data

Human experts annotate
l selected examples

Step 1: Explain Step2 : Annotate

—— N

(=2 (=) =2

GPT-3.5 GPT-3.5

Figure 1: On the left is the annotation process used by crowdsourced workers, while on the right is AnnoGPT’s pro-
cess. AnnoGPT mimics the manual annotation process, with the exception that it generates explanations for each
example before annotation. This ensures that each demonstrated example is accompanied by helpful explanations,
making the annotation guidelines more informative and useful."

https://arxiv.org/pdf/2303.16854.pdf



Conclusion

The application of NLP 1n clinical settings 1s beginning to
show promising results.

However,

— as Large Language Models (LLM) continue to grow 1n size, there's an
increasing effort to compress them.

— The cost of training and operating ChatGPT is significantly high
— Not everyone needs to aim for the development of Artificial General
Intelligence (AGI).
Smaller, faster, and more specialized models are the
anticipated future.
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