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TMU NLP Lab
http://nlp.tmu.edu.tw/
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Our research is extensive

Social NLP

Business Intelligence

Biomedical NLPClinical NLP

Sports TechnologyFinancial NLP



The world has changed



AI is everywhere and nowhere
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An Overview of National AI Strategies

資料來源： https://medium.com/politics-ai/an-overview-of-national-ai-strategies-2a70ec6edfd 7



The Biggest Companies in the World in 2021

資料來源：https://www.statista.com/statistics/263264/top-companies-in-the-world-by-market-capitalization/
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Global Private Investment in AI by Focus Area

9
資料來源：2022 AI Index Report



Data Is The New Oil
“Data is the new oil. It’s valuable, but if unrefined it cannot really be used. It has 
to be changed into gas, plastic, chemicals, etc to create a valuable entity that 
drives profitable activity; so must data be broken down, analyzed for it to have 
value.” — Clive Humby.

資料來源： https://edvancer.in/50-amazing-big-data-and-data-science-quotes-to-inspire-you/

“Consumer data will be the biggest differentiator in the next two to three
years. Whoever unlocks the reams of data and uses it strategically will
win.” – Angela Ahrendts

https://tmrmds.co/uncategorized/1071/

“DATA is like the new oil” – Barack Obama

未來30年數據將取代石油，成最強大能源 – 馬雲
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Open Data and Competition
Kaggle ＆ Google Dataset Search

Academic Competition

11

Ex: NTCIR, BioCreative, Tianchi…

https://www.kaggle.com/
https://datasetsearch.research.google.com/

https://www.itri.org.tw/ListStyle.aspx?DisplayStyle=01_content&SiteID=1&MmmID=1036233376062425763&MGID=1036667243465075010

MIMIC-III and -IV

https://nhird.nhri.org.tw/

NHIRD



Why is NLP so difficult?

Co-reference resolution:

Word Segmentation: 
衛福部陳時中部長呼籲民眾於龍山寺參拜須保持社交距離

皮膚科

柯醫師

皮膚科醫師

治療這種過敏皮膚柯醫師最有經驗

決定語意段落很重要！！

我身體不舒服，請幫我掛北醫胸腔內科的蕭世欣醫師
Intent detection & Sentiment Analysis: 

The epidemic is too serious, especially those 
countries that are less developed, so that it 
cannot be resolved quickly among them.
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The difference between NLP and other tasks

13

Input: A sequence of text (tokens): document, sentence, phrase, or word.

Output: sequence, label, or scalar

CNN has geolocated a video and images shared to social media

that appear show the aftermath of attackto that

Chinese

English



The difference between NLP and other tasks
Input: A sequence of text (tokens): document, sentence, phrase, or word.

Output: sequence, label, or scalar

CNN has geolocated a video and images shared to social media that 
appear to show the aftermath of that attack.

CNN has geolocated a video and images shared to social media

that appear show the aftermath of attackto that

蔡英文總統今天受邀參加台北市政府舉辦的陽明山馬拉松

Text Representation



Text Representation and Prediction

Vector 
Machine Readable:

Language
Human Readable: 

「Kobe Bryant wins All-Star Game MVP」
「Michael Jordan wins All-Star Game MVP」
「Lebrn James wins All-Star Game MVP」
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https://levelup.gitconnected.com/the-brief-history-of-large-language-models-a-
journey-from-eliza-to-gpt-4-and-google-bard-167c614af5af



The evolution of DNN for NLP (1/2)
King + Queen = Man + Woman
Japan + Tokyo = France + Paris

16Mikolov et al. Distributed Representations of Words and Phrases and their Compositionality, NIPS 2013



The evolution of DNN for NLP (2/2)
TextCNN

Seq2Seq

https://research.googleblog.com/2015/11/computer-respond-to-this-email.html
Kim, “Convolutional Neural Networks for Sentence Classification”, arXiv preprint arXiv:1408.5882, 2014.

BiLSTM

MLP
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https://research.googleblog.com/2015/11/computer-respond-to-this-email.html


The Current State of the Art in NLP 
BERT - Bidirectional Encoder Representations from Transformers

People only need to focus on the Downstream Model 
Design of Pre-trained Language Model for NLP Task

18

BERT is actually the Encoder in Transformer, 
but it has many layers

Encoder

340M 
parameters!!



ELMO, BERT, ERNIE, and BigBird

ELMo
(Embeddings from 
Language Models)

BERT (Bidirectional 
Encoder 
Representations 
from Transformers)

ERNIE (Enhanced 
Representation 
through 
Knowledge 
Integration)

Big Bird: Transformers for 
Longer Sequences
https://arxiv.org/abs/2007.14062

https://arxiv.org/abs/1904.09223

https://arxiv.org/abs/1802.05365

https://arxiv.org/abs/1810.04805

19



The Current State of the Art in NLP

https://informationisbeautiful.net/visualizations/the-rise-of-generative-ai-large-
language-models-llms-like-chatgpt/

https://transformers.run/back/transformer/



Sweeping wave of ChatGPT



ChatGPT

https://chat.openai.com/chat

https://openai.com/blog/chatgpt/

22

Generative Pre-trained Transformer



Time to reach 100 million users
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The models become larger and larger …



ChatGPT's exam ability

https://openai.com/research/gpt-4



How to train ChatGPT



Generative AI = Automatic Knowledge Production



This March is very Exciting
• Google released AI into Workspace
• OpenAI publishes GPT-4
• Midjourney publishes V5
• Baidu published 文心一言
• Microsoft publishes 365 Copilot
• Stanford University open-sources new model Alpaca 7B
• Traditional Chinese Alpaca released
• Meta open source LLaMa 2

…
..



ChatGPT (cont.)
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ChatGPT (cont.)



ChatGPT (cont.)
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ChatGPT (cont.)



ChatGPT (cont.)



ChatGPT (cont.)



ChatGPT (cont.)



ChatGPT (cont.)



從資源回收數據產生報告

...



從資源回收數據產生報告 (cont.)



從資源回收數據產生報告 (cont.)



從資源回收數據產生報告 (cont.)



ChatGPT也可以很SDGs



ChatGPT也可以很SDGs (cont.)

https://ksepb.kcg.gov.tw/FileDownLoad/FileUpload/20220602112525967882.pdf110年度高雄市環境保護統計年報



ChatGPT也可以很SDGs (cont.)



Using ChatGPT for Midjourney-specific Prompts

https://www.reddit.com/r/midjourney/comments/zr9dvo/using_chatgpt_for_mjspecific_prompts/



AI Avatar



AI Avatar



AI-synthesized faces are indistinguishable from real 
faces and more trustworthy

This photo is generated by using ChilloutMix!!



Metaverse - Resurrect the dead

48

I Met You

Black Mirror: be right back



What are the applications of NLP？

49



NLP Applications

Speech Recognition

Optical Character Recognition



探索社群媒體中的互動關係

Exploring Social Interaction



Reader-emotion Recognition



Reader-emotion Recognition for Publicity Mining

Hsieh et al., “How do I look? Publicity Mining from Distributed Keyword Representation of Socially Infused News Articles”, SocialNLP @ EMNLP 2016 53



Learning Linguistic Template for Recognizing 
Reader-emotion

WARM

[婦女women]:[救助help]:[小孩child]:[當作
treat]:[人human]:[認為consider]

[國家country]:[發生occur]:[地震
earthquake]:[劫難disaster]

WORRIED

Chang et al., “Linguistic Template Extraction for Recognizing Reader-Emotion and Emotional Resonance Writing Assistance”, ACL 2015.

又代表

A clause Cn in an article:

sequence of crucial elements

奥巴马又代表民主党赢得美国总统选举

Obama, representing the Democratic Party, won the U.S. Presidential election again

Domain 
Keyword

Semantic 
Class

Lexical 
Database

Filtering

又代表民主党赢得美国总统选举

{ }
Barack Obama
奥巴马[ ]

Barack Obama
奥巴马[ ]

Barack Obama
奥巴马[ ]

Barack Obama
奥巴马[ ]

政党
Party 赢得{ }国家

country
总统选举{ }Presidential elections

又 代表{ }represent { }政党
Party

得到
get{ } }国家

country
总统选举{ }Presidential elections{

又 代表{ }represent { }政党
Party

得到
get{ } }国家

country
总统选举{ }Presidential elections{

54



Emotional Resonance Writing Assistance

Learning Linguistic Pattern from Raw Text 
for Knowledge Representation

Chang et al., “Linguistic Template Extraction for Recognizing Reader-Emotion and Emotional Resonance Writing Assistance”, ACL 2015. 55



Knowledge Graph of Social Interaction

President Obama will
have three debates
with Republican
presidential candidate
Romney on October.

Vice President Joe Biden versus
Republican vice presidential
candidate Paul Ryan who promote
conservative budget policy.

Obama slightly leading 
Romney after the debate

U.S. President Obama
leading Republican
presidential candidate
Romney with 47% to
46% of opinion polling.

Seasoned Vice President 
Joe Biden versus

younger Republican vice 
presidential candidate Paul Ryan. 

Biden and Ryan have a dispute in 
the first debate of vice president.

Because Obama was overly
conservative in the last debate,
polls of Republican
presidential candidate Romney
show him in the lead.

歐巴馬
(Barack Obama)

羅姆尼
(Mitt Romney)

拜登
(Joe Biden)

批評
(criticize)

共進午餐
(have lunch)

譏諷
(ridicule)

會見
(meet)

挽回
(redeem)

抨擊
(attack)

批評
(criticize)

指責
(censure)

…

不同意
(disagree)

唇槍舌劍
(have a dispute)

領先
(lead)

諷刺
(satirize)

辯論
(debate) 對決

(versus)

桑托勒姆
(Rick Santorum)

認同
(endorses)

柯林頓
(Bill Clinton)

提名
(nominate)

猛攻
(onslaught)

反對
(oppose)

…
支持

(support)
萊恩

(Paul Ryan)

Chang et al., “SPIRIT: A Tree Kernel-based Method for Topic Person Interaction Detection,” IEEE Transactions on Knowledge and Data Engineering, 2016.
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Tree kernel-based Method for 
Detecting Interactive Segments

Chang et al., "SPIRIT: A Tree Kernel-based Method for Topic Person Interaction Detection," IEEE Transactions on Knowledge and Data Engineering, 2016

http://nlp.tmu.edu.tw/interaction/index.html

 

 

 

Figure 5-1. The system architecture of SPIRIT. 

 

5.1 Candidate Segment Generation 

Figure 5-2 shows our candidate segment generation algorithm. Before running the 

algorithm, a Chinese named entity recognizer is employed to label the tokens that 

represent a person’s name in the topic documents. Let P = {p1,…, pe} denote the set of 

labeled topic persons. For each topic document d, the algorithm examines every person 

pair (pi, pj) in P and extracts text segments from d that are likely to mention their 

interactions. As the interaction between pi and pj may be narrated in a sequence of 

clauses, we hereby consider two types of candidate segments, namely, intra-clausal 

candidate segments and inter-clausal candidate segments. For instance, as shown in Fig. 

Rich Interactive Tree 
Construction

RIT:{rit1,…,ritn}

Convolution 
Tree Kernel

A set of documents about a topic

D:{d1,…,dc}

Visualization of Topic
Persons Interactions

Mitt
Romney

Barack 
Obama

Michelle
Obama Hillary 

Rodham
ClintonBill

Clinton

Ann
Romney

Joe 
Biden

George 
Walker 

Bush

Paul 
Ryan

…
Inter-inner

…
Inter-surrounding

Intra-inner
Intra-surrounding

Intra-outer

…

Non-interactive 
Segments

NIS:{nis1,…,nisg}

Interactive 
Segments

IS:{is1,…,ist}

Inter-outer

Convolution Tree Kernel Classification

Support Vector 
Machine

Segment Structure 
Generalization
SC:{sc1,…,scr}

Candidate Segment 
Generation

CS:{cs1,…,csm}

Interactive Verbs
IV:{iv1,…,ivk}

Training Corpus
TI:{ti1,…,tiq}
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Tree kernel-based Method for 
Detecting Interactive Segments (cont.)
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Multi-Task Deep Neural Network for 
Person Interaction Discovery

Chang et al., "Using Multi-task Deep Neural Network to Explore Person Interaction from Social Media,"WI-IAT 2022 59



Multi-Objective NER POS Annotator

http://nlp.tmu.edu.tw:8080/chunk

Y.L. Hsieh et al., "MONPA: Multi-objective Named-entity and Part-of-speech Annotator for Chinese using Recurrent Neural Network," IJCNLP 2017.

https://github.com/monpa-team/monpa

60
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Valence-arousal Prediction for Fine-grained 
Sentiment Analysis

Chang et al., "Refined Distributed Emotion Vector Representation for Social Media Sentiment Analysis," PLOS ONE, 2019

http://nlp.innobic.yzu.edu.tw/resources/ChineseEmoBank.html

Valence

Arousal

low

high

negative positive

Happy

Delighted

Excited

Calm

Relaxed

Content

Bored

Tired

Depressed

Tense

Angry

Frustrated

neutral

I
High-Arousal
Positive-Valence

II
High-Arousal
Negative-Valence

IV
Low-Arousal
Positive-Valence

II
Low-Arousal

Negative-Valence

61

Chinese EmoBank



MONPA + Valence Arousal

http://nlp.tmu.edu.tw:8080/VA
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Social media analytics: #Taiwancanhelp

63
Choo et al., “How #TaiwanCanHelp Reverberates: An Exploratory Analysis of Advocacy Hashtag on Twitter.” Social Media + Society, 2022



從新聞找出問題焦點人物-預防經融犯罪

https://news.ltn.com.tw/news/society/breakingnews/2938886

鯉魚潭風景區開發弊案 內政部前都計委員李威儀確定判刑12年



Numeral Understanding in Financial Social Media

• Task2: 分類金融文章中標記的數字類別

• Task1: 分類文章中標記的數字與標記$的字詞是否有相關

Category: Money
Claim: In-Claim

Category: Relative
Claim: Out-of-Claim

• Task3:分類數字是否為Claim (宣稱) 



以自然語言處理來挖掘商業中的智慧

Business Intelligence



Emotion-infused deep neural network for emotionally 
resonant conversation

Post Emotion

response emotion

Like Sadness Disgust Anger Happiness

演 唱 會 票 到 手

ENCODER

C
on

te
xt

 v
ec

to
r

心 情 不 錯 哦 <EOS>

DECODER

<BOS>

<BOS> begin of sentence
<EOS> end of sentence

E1 : post emotion
E2 : response emotion

Embed

SoftmaxE1
E2

I get tickets for the concert

input

Really in a good mood <EOS>

output

Chang and Hsing, "Emotion-infused Deep Neural Network for Emotionally Resonant Conversation", Applied Soft Computing, 2021.

Responce

Post



Social media analytics for Hospitality Industry 

Chang et al., “Social media analytics: Extracting and visualizing Hilton hotel ratings and reviews from TripAdvisor,” International Journal of Information Management, 2019
68



Social media analytics for Airline Industry 

Chang et al., "Predicting aspect-based sentiment using deep learning and information visualization: The impact of COVID-19 on the airline industry", Information and Management, 2022.

Aspect ratings of four cabins for EVA Air 

＋

Aspect Probability

.....…

E0 Epos E0 E0 E0 E0

…

E0 E0 E0 E0 Eneg E0

[CLS] good food but tight seat

Discriminative Linguistic Embeddings

…

E3 E4E0 E5E1 E2

…

Ebut EtightE[CLS] EseatEgood Efood

＋

Positional EmbeddingToken Embedding

Aspect1 Aspect8

. . .

. . .

Multi-head Attention

Fully-Connected Layer CVT CVR



Social media analytics for Airline Industry (cont.)

Negative sentiments word cloud Negative sentiments word cloud



BioNLP and ClinicalNLP

生醫與臨床上的自然語言處理



Bio-entity Interactions Passage Extraction for 
Biomedical Literature (1/2)

Highlight key information & 
link them into official database

Chang et al., "PIPE: A BioC Module for Protein-protein Interaction Passage Extraction", Database 2016
Hsieh et al., "Identifying Protein-protein Interactions in Biomedical Literature using Recurrent Neural Networks with LSTM," IJCNLP 2017. 72



Bio-entity Interaction Passage Extraction from 
Biomedical Literature (2/2)

KLF5 competes with SRF to interact with
myocardin, thereby limiting myocardin
binding to SRF and the synergistic activation
of the TMEM16A promoter by myocardin
and SRF.

KLF5
myocardin

TMEM16A
SRF

Drug-drug Interaction Recognition

Protein-protein Interaction detection

Chemical–disease Relation Identification

73



My first BioCreative competition (2015)

Convolution Tree 
Kernel

Interactive Pattern 
Tree Construction
IPT:{ipt1,…,iptn}

Interactive Pattern
Generation
IP:{ip1,…,ipm}

Extracted Protein-Protein Interactions

p5 i2 p6
p1

p5
i6

p3
im

… …

Semantic Class
Labeling

SC:{sc1,…,sck}

…

Interactive Pattern Tree

10330397.xml ac

Interactions were tested between either Lst1p (protein1)
or Sec24p (protein2) fused to the LexA DNA-binding
domain and Sec23p (protein3) fused to an acidic
transcriptional activation domain.

p2

p1

p3

Candidate Protein Pairs: 
{ <p1, p2>, <p2, p3>, <p1, p3 > }

Official BioC API

10330397.xml

sigmaF
katX

FtsZ

rocG

sigmaB

Official BioC API
Candidate Sentence

Generation

Chang et al., "PIPE: A BioC Module for Protein-protein Interaction Passage Extraction," Database, 2016
74

Chang et al., "Linguistic Template Extraction for Recognizing Reader-Emotion and Emotional Resonance Writing Assistance," ACL 2015.



LBERT for Bio-entity Relations Extraction

• In this study, we propose a universal BRE model, i.e. LBERT, which is a Lexically-
aware Transformer-based Bidirectional Encoder Representation model, and which
explores both local and global contexts representations for sentence level
classification tasks.

Warikoo et al., "LBERT: Lexically-aware Transformers based Bidirectional Encoder Representation model for learning 
Universal Bio-Entity Relations.," Bioinformatics, 2020.

Lee et al., BioBERT: a pre-trained biomedical language representation model for biomedical 
text mining, Bioinformatics, 2019. (Citations: 3382)

75

Warikoo et al., "LPTK: A Linguistic Pattern-Aware Dependency Tree Kernel Approach for the BioCreative VI CHEMPROT 
Task," Database-The Journal of Biological Databases and Curation, vol. 2018, pp. bay108, 2018. 

BioCreative 2017



The BioCreative 2021

Track2: NLM-Chem Track: Full text Chemical 
Identification and Indexing in PubMed articles

Track5: LitCovid track Multi-label topic 
classification for COVID-19 literature annotation

76Lin et al., "A BERT-based Ensemble Learning Approach for the BioCreative VII Challenges: Full-text Chemical Identification 
and Multi-label Classification in PubMed Articles," Database - The Journal of Biological Databases and Curation, 2022.



Mining ProMED for Infectious Disease Surveillance 

Covid19 Statistics

77Chang et al, "Linguistic Pattern-infused Dual-channel BiLSTM with Attention for Dengue Case Summary Generation from 
ProMED-mail database," JMIR Public Health and Surveillance, 2022.



What role does NLP play in biomedical sciences?

78



Current status of medical NLP in Taiwan

中國醫

北醫

台大醫

慈濟醫

成大醫

高雄醫

https://oir.nih.gov/sigs/NLP https://lhncbc.nlm.nih.gov/LHC-research/nlp.html 79

長庚醫

https://oir.nih.gov/sigs/NLP
https://lhncbc.nlm.nih.gov/LHC-research/nlp.html


NLP can help the treatment flow

Examination: 
report generation

Diagnosis: 
summary generation

Treatment: 
drug selection

1

2

3

4clinical Trail Matching



Towards Automatic Radiology Report Generation

81

1

Chang et al., "Deep Multi-Objective Learning from Low-Dose CT for Automatic Lung-RADS Report Generation," Journal of Personalized Medicine, 2022.

Semantic and  
LungRADS Prediction

Report
Generation

CT2Rep



CT Report Generation using LLM1



Using Generative Deep Learning to Predict the Efficacy Prognosis 
and Screen Global Clinical Trials for Advanced Lung Cancer

2 3 4

2023未來科技獎
運用生成式深度學習預測晚期肺癌藥效預後和篩選全球臨床試驗



NLP for Clinical Narrative Application

- 情緒不穩,   平常有在吃抗癲癇的藥,也有吃
精神科的藥,因為父親管病人打電動,  Mood 
fluctuation, 要拿刀殺爸爸, 潑沙拉油

- fever tonight, today chemotherapy, 現在還
在滴藥

- 這幾天沒有外傷,  RIGHT MULTIPLE RIBS 
FRACTURE S/P OP , 昨天還有回胸外門診,  
NO FEVER,  NO DIARRHEA,  現在肚子比較
不痛了,  --> 痛到喘不過氣,  RUQ AND 
EPIGASTRIC ABDOMINAL PAIN + 
VOMITING 

Clinical NarrativeVital Sign

Patients revisiting ED within 48 hours 
Patients admitted to ICU within 72 hours

Critical Outcome Prediction 

Chen et al., "Clinical Narrative-aware Deep Neural Network for Emergency Department Critical Outcome Prediction", Journal of Biomedical Informatics, 2023.



Machine Reading for TCM tasks

26%

12%

14%10%

22%

2%
2%

10%

2%

�(Heart)

38%

14%5%

29%

9%
5%

��Liver)

43%

43%

14%

�(Spleen)

39%

22%

5%

11%

11%

6%
6%

��Lung)

20%

15%

10%
5%

25%

15%

5% 5%

�(Kidney)

33%

67%

�(Gallbladder)

10%

30%

40%

20%

�(Stomach)

�(Anger) ��(Thoughtfulness &Worried) �(Happiness)((Sadness)

��(Drowsiness)��(Sleep disorder)

�
(Terrify)

	�(Forgetful) 
�(Hallucination)

85
Lin et al., “Using Text Mining and Data Visualization Approaches for Investigating Mental Illness from the Perspective of Traditional Chinese Medicine”, Medicina, 2023
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The Future is Here – No Code NLP

No-Code NLP Platform

Electronic Medical Record
Discharge Summary
Patient Medical Record
Diagnostic Imaging Report

Operation Record
Nursing Report
Pathology Report



The Future is Here - LLM for Data Annotation

https://arxiv.org/pdf/2303.16854.pdf



Conclusion
• The application of NLP in clinical settings is beginning to 

show promising results.
• However, 

– as Large Language Models (LLM) continue to grow in size, there's an 
increasing effort to compress them.

– The cost of training and operating ChatGPT is significantly high
– Not everyone needs to aim for the development of Artificial General 

Intelligence (AGI).

• Smaller, faster, and more specialized models are the 
anticipated future.
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