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Probabilistic Language Modeling
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P(W) = P(wy,ws, ws, ..., W)
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P(wp11) = arg max P(w|wy, wa, ws, ..., w,)
weV



FE = 1R e R AL
BB T AR 7

+ P(“The dog ate my cake”)

+ P(“The cake ate my dog”)



N-gram Models
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BigramfEt &

C’(wi_l, wz)
C(wi_l)

P(wi|w;—1) =

P(The dog ate my cake)
= P(The| < s >)P(dog|The)P(ate|dog)P(my|ate)P(cake|my)
C'(< s > The) C(The dog) C'(dog ate) C'(ate my) C'(my cake)

C(<s>) C'(The) C'(dog) C'(ate) C'(my)
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X% (Optical character recognition)
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P(“l saw a fan”) vs P(“eyes awe of an”)
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- fi@—E1F A => P(“he is a nice person”) vs P(“he is a good
person”)
- MXGEEIE

- Heisinthe bus

- Heis at the bus

- Heis on the bus
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Feed-forward Neural Network

k
h* = g, (h* "W + b¥)
y = hkwk—|—1 + bk
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Convolutional Neural Networks

RRE, ElaRE LRFEENHIEHBER

Feature maps
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Convolutions Subsampling Convolutions Subsampling Fully connected



Words Embedding Filters Max Softmax

Pooling Output

my

dog I
ate

my
birthday

cake

yesterday

morning
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The Transformer Architecture

BERT (Ours) OpenAl GPT

https://ai.googleblog.com/2018/11/open-sourcing-bert-state-of-art-pre.html



Transformer vs RNN
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T5 (Text-to-Text Transfer Transformer) {& &Y

FriEBARSRENER, SMAltARIHEFIINE
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—. @AKHTransformer TR RIENEFE

[ "translate English to German: That is good."

[ "cola sentence: The

"Das ist gut."]
course is jumping well.”

"not acceptable"]

on the grass. sentence2: A rhino
is grazing in a field."

["stsb sentencel: The rhino grazed

"six people hospitalized after ]

dispatched emergency crews tuesday to a storm in attala county.”

survey the damage after an onslaught
of severe weather in mississippi.."

[i "summarize: state authorities
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- In-context learning
* Instruction following

-+ Step-by-step reasoning
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In-Context Learning

Answer the following mathematical reasoning questions: 1755008

0: If you have 12 candies and you give 4 candies to your friend,
~ how many candies do you have left?
A: The answer is 8. A (shot)

~ If arectangle has a length of 6 cm and a width of 3 cm, 5451
Q. what is the perimeter of the rectangle?

A: The answeris 18 cm.

—

Q: Sam has 12 marbles. He gives 1/4 of them to his sister. ERAR
How many marbles does Sam have left?




Instruction Following
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Step-by-step Reasoning

- FRNBSREAZHUITEEXEIERERNRE

- PREIBERE
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ICL vs CoT

In-Context Learning Chain-of-Thought Prompting

Answer the following mathematical reasoning questions: Answer the following mathematical reasoning questions:

0: If you have 12 c.andies and you give 4 candies to your friend, i Q: Ifarectangle has a length of 6 cm and a width of 3 cm,
how many candies do you have left? what is the perimeter of the rectangle?

- Th is 8. S
NX - 4. e answer is 8 . NX+ A: | For arectangle, add up the length and width and double it.

If a rectangle has a length of 6 cm and a width of 3 cm, . . : : _

O: . ) - So, the perimeter of this rectangle is (6 + 3) x 2 =18 cm.
what is the perimeter of the rectangle? L T T e T T A T T T

A: The answer is 18 cm. L The answer is 18 cm.

Q: Sam has 12 marbles. He gives 1/4 of them to his sister. Q: Sam has 12 marbles. He gives 1/4 of them to his sister.

How many marbles does Sam have left? How many marbles does Sam have left?

A: He gives (1 /4) x 12 = 3 marbles.
A: The answer is 9. D E— LLM — > So Sam is left with 12 — 3 = 9 marbles.

The answer is 9.

: Task description : Demonstration : Chain-of-Thought : Query



Z&EAChain-of-Thought

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of terb

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

N /
(c) Zero-shot

ﬁ: A juggler can juggle 16 balls. Half of the balls are golf baIIQ
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of te@
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The juggler can juggle 16 balls. Half of the balls are golf

. J

balls. So there are 16 / 2 = 8 golf balls. Half of the golf balls are
w. So there are 8/ 2 = 4 blue golf balls. The answer is 4. //

(d) Zero-shot-CoT (Ours)

ﬂ): A juggler can juggle 16 balls. Half of the balls are golf balls,\
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
Qre blue. That means that there are 4 blue golf balls. v /
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T5 (11B)

100%

GLaM (1200B)

22%
48%
30%

mTS5 (13B)

100%

PaLM (540B)
5%

50%

Webpages

LLaMA (65B)

3%
2% 3%
5%

87%

LaMDA (137B)

13%
38%

50%

Conversation Data

GPT-3 (175B)

16%

84%

Galactica (120B)
8%
7%

86%

Books & News

MT-NLG (530B) Gopher (280B)
2 & 3%
26% 4% 37%
6% 62% 60%
GPT-NeoX (20B) CodeGen (16B)
8% 0
30% 20%
39% 6%
38% .
10% 10%
15% 25%
Scientific Data Code

Chinchilla (70B)
4%

0
40% 56%

AlphaCode (41B)

100%
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Instance

Task description

Please translate the French to English:

Demonstrations

fr: Reprise de la session
en: Resumption of the session

fr: Il s'agit du cas d'Alexandre Nikitin.
en: It is the case of Alexander Nikitin.

Input

fr: Nous ne savons pas ce qui se passe.

........

Optional_

—

Output

en: We do not know what is happening.

-

J

(a) Instance format

-
x

........................................................... .

. Human-written Task description
@ -—> Please answer this question:
Demonstrations

NLP Datasets Q: Where is the capital of France?

i Sentence Question A: Paris.
Composition Answering
: Tzl : Q: Where is the capital of Brazil?
Bt > A: Brasilia
araphra i
Sentiment Sing
Analysis . Input Output
NLI Question . | |
T;Xt Generationg Q: Where is the capital of China?
Code Translation : A: Beljing.

............................................................................

(b) Formatting existing datasets

API collection Human—written§

9 1 ............. =N

Task description

Can you recommend some ways
to lose weight?

Desired output written by human

Output
Here are some ways to lose weight:

1. Eat a healthy diet: Focus on ...
2. Increase physical activity: Engage ...

(c) Formatting human needs



ANERER{LEYE (RLHF)

ennoeenoeenoosnosesoosooooeen 5 Supervised Fine-tuning

/ Prompts " Training with demonstration data
Human 5 5 I
: —> ;
Annotator \ 5 \/\?
Demonstrations »  Pre-trained LM

Reward Model Training

————————————————————————————————————————

: &

\4
- Prompts —> LM Outputs Reward
g e 5 Model -

/ T Pre-trained LM

» Human Feedback

Ranking Training with feedback data
_______________________________________ . RL Fine-tuning
: Reward E |
: Prompts Model | O
' d l Aligned LM

— 4

LM Outputs A4

Reward Training with RL algorithm (PPO)
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Step 1

Collect demonstration data
and train a supervised policy.

A prompt is
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.

r “
x. o/
Explain reinforcement

learning to a 6 year old.

.

V4

We give treats and

punishments to teach...

Step 2

Collect comparison data and

train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks the
outputs from best
to worst.

This data is used
to train our
reward model.

In reinf

~
L

Explain reinforcement

learning to a 6 year old.

o ®

forcement Explain rewards...
learning, the

agent is...

o O

In machine We give treats and
learning... punishments to
teach...

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPO.

A=

Write a story
about otters.
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Bob’s wife is Amy. Bob’s daughter 1s Cindy.
Who is Cindy to Amy?

v
5)

Cindy is Amy’s daughter-in-law. [-]

(a) Intrinsic hallucination

Explain RLHF for LLMs.

o)
5)

RLHF stands for "Rights, Limitations, Harms, and
Freedoms" and is a framework for ...... models like [-]

LLMs (Large Language Models). =

(b) Extrinsic hallucination
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Stanford Alpaca

©

Text-davinci-003

175 Self-
Instruct
seed tasks

N

Modified Self-instruct
Instruction Generation

Example seed task
Instruction: Brainstorm a list of

Output:

- Lose weight

- Exercise more
- Eat healthier

possible New Year's resolutions.

N

Meta
LLaMA 7B

52K
Instruction-following
examples

Example Generated task

Instruction: Brainstorm creative
ideas for designing a conference
room.

Output:

... incorporating flexible
components, such as moveable
walls and furniture ...

Supervised
Finetuning

Vv

Alpaca 7B



Self-Instructil|F

175 seed tasks with Task Pool Step 1: Instruction Generation Step 2: Clas§ lﬁca.tlon
. . Task Identification
1 instruction and - -

1 instance per task

LM . )
Instruction : Give me a quote from a LM
famous person on this topic.
Step 3: Instance Generation
— » . . - Yes
Instruction : Find out if the given text is in favor of or against abortion.
Jp— R \ -
Step 4: Filtering Class Label: Pro-abortion @

Input: Text: I believe that women should have the right to choose whether or not Output-first LM
they want to have an abortion. |

—
—

Instruction : Give me a quote from a famous person on this topic. No

Output: "Honesty is the first chapter in the book of wisdom." - Thomas Jefferson

Input: Topic: The importance of being honest.
Input-first




Vicuna

Serving ]

) Distributed serving with
{ Data | >[ Training FC FastChat

User-shared

conversations
(e.g., ShareGPT)

Supervised instruction _
fine-tuning on LLaMa Evaluation ]

Assess the outputs with
Run on any cloud with <7 SkyPilot © GPT4

100%

100%
93%
90%
716%
80%
68%
70%
50%

LLaMA-13B Alpaca-13B Vicuna-13B Bard ChatGPT



