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1. Generative Al:
Powering Digital Sustainability Transformation

2. Generative Al and Large Language Models (LLMs):
Popular Generative Al Applications
3. Generative Al for Sustainability and ESG Data Analytics
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Generative Al-Driven
ESG Report
Generation Technology

Industrial Technology Research Institute (ITRI),
Fintech and Green Finance Center (FGFC, NTPU),
NTPU-113A513E01, 2024/03/01~2024/12/31
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Generative Al
(Gen Al)

Al Generated Content

(AIGC)




. =
Generative Al (Gen Al) e
Al Generated Content (AIGC)

Unimodal
( Data J
i Pre-train .
\/ \ Once upon a time,
Please write a Prompt . Decode there was a cat
Jessy....
Multimodal
D.escribe this ( Instruction I, [ Data J Result R, ] This is a cat.
v picture. %o I
% i Pre-train -
Draw a picture . . Prompt _ ,[
of a cat. (Unstruction I, } Generative Al Models Ll
|\
Q@&Q 4

write a song ( Instruction I, Result R, ) '|II||'|'

about a cat.
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Al, ML, DL, Generative Al e

ML

DL

Al

GAl

ASR/
NLP

Artificial Intelligence

Machine Learning

Automatic Speech Recognition,
Natural Language Processing

Generative Al

11
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Definition
of
Artificial Intelligence
(A.l.)



Artificial Intelligence

“.. the science and

engineering
of
making

intelligent machines”
(John McCarthy, 1955)
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Artificial Intelligence

“... technology that
thinks and acts
like humans”
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Artificial Intelligence

“... intelligence
exhibited by machines
or software”



4 Approaches of Al
) 3.
Thinking Humanly: Thinking Rationally:
.. The “Laws of Thought”
The Cognitive Approach
Modeling Approach
1. 4.
Acting Humanly: Acting Rationally:
The Turing Test The Rational Agent
Approach s Approach

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

16



Al Acting Humanly:

The Turing Test Approach
(Alan Turing, 1950)

* Knowledge Representation
* Automated Reasoning
* Machine Learning (ML)
* Deep Learning (DL)
* Computer Vision (Image, Video)
* Natural Language Processing (NLP)
* Robotics

SSSSSS : Stuart Russell and Peter Norvig (2020), Artificial Intelligence: A Modern Approach, 4th Edition, Pearson

17



Al, ML, DL \T
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4 Artificial Intelligence (Al) A

Machine Learning (ML)

4 Y )

Supervised Unsupervised
Learning Learning

e

Deep Learning (DL)

\ CNN 4

RNN LSTM GRU
GAN

\. J

Semi-supervised l Reinforcement

§ Learning Learning ) )
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Comparison of Generative Al N
and Traditional Al

Feature Generative Al Traditional Al
Output type New content Classification/Prediction
Creativity  High Low

Interactivity Usually more natural Limited

19



* Generative Al: The Art of Creation
* Definition: Al systems capable of creating new content

* Characteristics: Creativity, interactivity

20
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Generative Al and
Large Language Models
(LLMs):

Popular Generative Al
Applications
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Large Language Models
(LLMs)
Foundation Models




Transformer Models (&
Transformer )

Encoder Decoder

|

DistilBERT T5
|

BART
|

M2M-100
I

ALBERT BigBird GPT-Neo

|
ELECTRA mTO

21 ANE

BLOOMZ

DeBERTa ChatGPT
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GPT-4

ChatGPT

InstructGPT

CodeX

GPT-3

GPT-2

GPT-1

Large Language Models (LLMs)

Orca WEXUILWE pyising

TN (eaicon] Guerilla

[ Flan PaLM | OPT-IML |
(Minerva | Gallactica
[PaLM | GPT-NeoX
LaMDA OPT
GLaM MT-NLG GPT-J
GPT-Neo
XLNet

Jurassic-2 Claude

Anthropic

LM_v4-s3

\ Chinchilla

YaLM

GoPher

. AnthropicLM
Jurassic-1

(.

S
\ NTPU

o X T

National Taipel University

Red Pajama

BLOOMZ

BLOOM

Google
Meta

OpenAl

ElutherAl

Anthropic

A121

DeepMind .
BigScience '

Microsoft-
NVIDIA

YCombinator O
Startups

Universities
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Large Language Models (LLMS) (arger than 108) G

CE T
C ~ Publicly Availabl
/—d T5 <7 GShard ublicly Available
0o
— 2019 —_ 2020 /\ B 3 mTS5S ’%1% PanGu-o w Ernie 3.0
GPT3 @ / =~ 14 = &/ PLUG QIE'S Jurassic-1
Codex @— >-8 - . 3AA! CPM-2
- TO O 9-10 e {5 LampA
Anthrobi — inspur Yuan 1.0
nthropic [A\ HyperCLOVA NAYER \ @ AlphaCode
WebGPT@ -2
Py \ @ Chinchilla o~
Ernie 3.0 Titan ® 0 InstructGPT 2022 (‘) Pythia
7 Q Sparrow

| p—
Gopher@ CodeGen O 1-3 J UL2 LM-SYSI Vicuna

~ N
GLaM J MT-NLG oPT 09 \ o PaM O Flan-T5 V2 panGu-x
0 HUAWEI
N YaLM Flan-PalLM ~
GPT-NeoX-208B [0 / 0 J

i 4-6 S Y Luminous
BLOOM 0 GLM } .‘ﬁ"_‘il Tk-Instl'llct A'2 \ ’X‘ w ERNIE Bot
mT0 O a Cohere & 7-10 0Q NLLB 0Q LLaMA
AlexaTM ¢ / S~——

BLOOMZ 0 I
WeLM . /\ 2023 —— |4 —>
|

Galatica (X)
OPT-IML (X
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The Development of LM-based Dialogue Systems

1) Early Stage (1966 - 2015)

2) The Independent Development of TOD and ODD (2015 - 2019)

3) Fusions of Dialogue Systems (2019 - 2022)
4) LLM-based DS (2022 - Now)

______________________

) GLM

o~ PalLM / UL2 / Flan-
T5 / Flan-PaLM

(OX) OPT / Galatica

.‘ ! [ p— | A —~ A mT5 / LaMDA A -
ASK p ' o uer
il Eliza: ALICE | @ sii 7% 'Seq2Seq @ ° O sroom
i i A TTTRTTTT i 2ing Dong 3AAL Cparo
2016 | ... 2019 2020 | - | .

2021 2022 2023

| A\ | Anthropic

2015 12016-2018

Chinchilla | ChatGLM

S T o~ . ~ r

e s ] | WATSON Xiaoice (5 Google Assistant {5 BERT {3 Meena w R / Sparrow i

o o | | =TS ms Microsoft a Alexa Price @ GPT (X) Blender " InstructGPT

= | 2 Pangu-a / ChatGPT & Bard
Gus K @ crrs | B P : G Bar
................. | Y £2 PLUG v * v 0Q LLaMA
e P ———————— > - — = P —— >
Early Stage: TOD Seq2Seq TOD and ODD PLM Different Fusions LLM LLM-based DS

Task-oriented DS (TOD), Open-domain DS (ODD)

JUBRES
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Major GenAl LLMs Research Milestones {ﬁ

TPU

(2017-2024) B ot

. - -

Foundation Scaling & Advanced Capabilities Instruction &

Architecture Reasoning
2017

2018 2019 2020 2021

[ R —
R i ——
[ i —_
R a——
[ [ ———
R N———

Attention Is All You
Need (Google)

GPT 2.0 (OpenAl) Scaling Laws Switch Transformers Chain-of-Thought
: ; (OpenAl) (Google) (Google)

BERT (Googl tron-LM
W' omoomn  ewomn RS
I (OpenAl} '
PaLM(Google} - -

‘l- N

E T5 (Google) E Foundation Models

' - ' (Stanford)

1 1

: ZeRO (Microsoft) i

‘ ' FLAN (Google) Chinchilla

: : : _ (Deephind) : :
\ v v v \ v v

Source: https://github.com/Hannibal046/Awesome-LLM 27



Four Paradigms in NLP (LM)

Paradigm Engineering Task Relation
CLS TAG
a. Fully Supervised Learning ieatli;zr didentitv. part-of-soeech H
(Non-Neural Network) & P P ’
sentence length)
| |GEN
CLS TAG
b. Fully Supervised Learning Architecture , 0 w [
N | Network (e.g. convolutional, recurrent,
(Neural Network) sell-allenlional)
| |GEN
Transfer Learning: Pre-training, Fine-Tuning (FT) CLS TAG
Objective . .M &
c. Pre-train, Fine-tune (e.g. masked language modeling, next N1
sentence prediction) l
-1 GEN
GAI: Pre-train, Prompt, and Predict (Prompting) CLS TAG
S
N

d. Pre-train, Prompt, Predict

Prompt (e.g. cloze, prefix)

1

— ~GEN

CE T

nnnnnnnnnnnnnnnnnnnnn ty
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Typical Data Preprocessing Pipeline for &

Exi x;

Pre-training Large Language Models (LLMs)

Raw Corpus Quality Filtering De-duplication Privacy Reduction Tokenization ;:?tdriit:’
+ Language Filtering + Sentence-level « Detect Personality + Reuse Existing ) =
2| I + Metric Filtering e DorumentLevel Identlﬂal?le Tokenizer ' .
:\ﬂ) Information (PL1) + SentencePiece
s « Statistic Filtering o Set-level -
o * Remove PII * Byte-level BPE L.
* Keyword Filtering
N P q [e———— §| [ oo e T S PSR .
| Alice is writing a paper about { + Alice is writing a paperabout { 1 Replace('Alice') is {1 Encode("[Somebody]is | 532 145,66,79,12,56,... ¢
| LLMs. #§%¢ Alice is writing | LLMs.AHee-mﬂng-epaperi ;wrmngapapcr about LLMs. E ;wrmngapaper about LLMs.' )E . i
+ a paper about LLMs. (1 aboutEbMs: 4B B ] ap :

----------------------------------------------------------------------------------------------------------------------------------------
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Generative Al

Text, Image, Video, Audio
Applications



Popular Generative Al i

OpenAl ChatGPT (GPT-40, GPT-4)
Claude.ai (Claude 3.5)

Google Gemini

Meta Llama 3.2

Mixtral Pixtral (mistral.ai)
Chat.LMSys.org (Imarena.ai)
Perplexity.ai

Stable Diffusion

Video: D-ID, Synthesia

Audio: Speechify

31



LMSYS Chatbot Arena Leaderboard G

CEX TN, ]

National Taipel University

Rank*x (UB) » ?:ztlectrl) 4+ Model A 223:: 4 95% CI +~ Votes 4 Organization License A
1 2 Gemini-Exp-1121 1365 +8/-6 5625 Google Proprietary
GPT-40 (4 ChatoPT:de-latest (2024:11:20) 1361 +4/-5 10658 OpenAL  Proprictary |
o o S R SN N R S R SN NN NN SN N NN SN RN SN NN RN SN N BN SN N BN SN NN SN NN N SN NN BN SN N BN SN RN SN SN NN SN N NN SN N SN SN R SN NN R SN NN NN SN N BN SN N BN SN NN SN SN N SN N NN SN N S
3 5 Gemini-Exp-1114 1344 +4/-5 12778 Google Proprietary
4 2 0l-preview 1334 +4/-4 27835 OpenAI Proprietary
5 7 ol-mini 1308 +3/-4 31992 OpenAI Proprietary
5 5 Gemini-1.5:-Pro-002 1301 +5/-3 27336 Google Proprietary
7 10 Grok-2-08-13 1289 +4/-3 52102 xAI Proprietary
7 12 Yi-Lightning 1287 +4/-3 29336 01 AI Proprietary
7 5 GPT-40-2024-05-13 1285 +2/-2 111745 OpenAI Proprietary
Claude 3.5 | "s"""'"Z""""'cEa'uEe'S.'s's'o'mTeTCz._.EzZ.Z@TzE""158'2""'147.'3""'23&,2""Z&FIZE;"'FIEEIZ&Z&"‘:
ST e T T T T T T T T T T T T AthenevaChatoT2h o aZ7a Tiele a4 NexusFlow | NexusFlow
1 18 GLM-4-Plus 1274 +5/-4 28133 Zhipu AI Proprietary
11 19 GPT-40-mini-2024-07-18 1273 +3/-3 51690 OpenAl Proprietary
11 20 Gemini-1.5-Flash-002 1271 +4/-4 21071 Google Proprietary
11 27 Llama-3.1-Nemotron-70B-Instruct 1269 +5/-6 7270 Nvidia Llama 3.1
11 7 Claude. 3.5.50nnet.. (20240620). 1268 +2/-3 86632 Anthropic Proprietary

https://Imarena.ai/ 32



https://lmarena.ai/

Claude 3.5 Sonnet state-of-the-art vision

Graduate level
reasoning

GPQA (Diamond)

Undergraduate
level knowledge

MMILU Pro

Code
HumanEval

Math
problem-solving

MATH

High school math
competition
AIME 2024

Visual Q/A
MMMU

Agentic coding
SWE-bench Verified

Agentic tool use
TAU-bench

7~

Claude 3.5
Sonnet (new)

65.0%
O-shot CoT

78.0%
O-shot CoT

93.7%
O-shot

78.3%
O-shot CoT

16.0%
O-shot CoT

70.4%
O-shot CoT

49.0%

Retail
69.2%

Airline

46.0%

Claude 3.5
Haiku

41.6%
O-shot CoT

65.0%
O-shot CoT

88.1%
O-shot

69.2%
O-shot CoT

5.3%
O-shot CoT

40.6%

Retail
51.0%

Airline

22.8%

J

Claude 3.5
Sonnet

59.4%
O-shot CoT

751%
0O-shot CoT

92.0%
O-shot

71.1%
0O-shot CoT

9.6%
O-shot CoT

68.3%
O-shot CoT

33.4%

Retail
62.6%

Airline

36.0%

GPT-40*

53.6%
O-shot CoT

90.2%
O-shot

76.6%
0O-shot CoT

9.3%
O-shot CoT

692.1%
O-shot CoT

GPT-40
mini*

40.2%
O-shot CoT

87.2%
O-shot

70.2%
O-shot CoT

59.4%
O-shot CoT

Gemini 1.5

Pro

591%
O-shot CoT

75.8%
0O-shot CoT

86.5%
4-shot CoT

65.9%
O-shot CoT

Gemini 1.5
Flash

51.0%
O-shot CoT

67.3%
O-shot CoT

77.9%
4-shot CoT

62.3%
O-shot CoT

* Our evaluation tables exclude OpenAl’s o1 model family as they depend on extensive pre-response computation time,
unlike typical models. This fundamental difference makes performance comparisons difficult.

https://www.anthropic.com/news/3-5-models-and-computer-use

o X T

National Taipel University

33
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Llama 3.2 90B vision LLMs G

National Taipel University

Modality Benchmark Llama 3.211B 1 Llama 3.2 90B I Claude 3 - Haiku GPT-40-mini
i 1
MMMU o, 6 oot cor 50.7 : 60.3 : 50.2 59.4
i 1
1 1
MMMU-Pro, Standard (o cpte. st 33.0 1 45.2 i 27.3 423
1 1
1 ]
1
MMMU-Pro, Vision et 23.7 : 33.8 1 201 36.5
1 1
1 |
MathVista e 51.5 : 57.3 : 46.4 56.7
Image Chart - jerstand ! :
ChartQA (test. 0-shot CoT relaxed accuracy)® 83.4 1 85.5 | 81.7 —
i 1
I |
|
AIl2 Diagram e-o- 911 : 92.3 1 86.7 _
1 1
1 1
DOCcVQA (eet, anier 88.4 | 901 : 88.8 —
|
i 1
eral V Question Answering I I
VQAV2 e 75.2 I 781 i — —
1 1
. I :
MMLU o wroe, cor 73.0 : 86.0 I 752 82.0
1 1
. i |
MATH . 51.9 : 68.0 : 389 70.2
Text - 1 :
Reasor g I
GPQA (oo cc 32.8 1 46.7 i 333 40.2
i 1
1 |
It ja I
MGSM © ot cor 68.9 : 86.9 I 751 87.0
1 1

[ ———————————_

https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/ 34



https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/

Mistral Pixtral Large (124B)

(.

e
\ NTPU

. . % ac
Frontier-class multimodal performance BRI
Model Mathvista MMMU ChartQA DocVQA  VQAv2 Al2D MM
(CoT) (CoT) (CoT) (ANLS) (VQA Match) (BBox) MT-Bench
{_m_\
: Pixtral Large (124B) 69.4 64.0 88.1 93.3 80.9 93.8 7.4 :
I
: Open :
: Weights Llama-3.2 90B (measured) 491 53.7 70.8 85.7 67.0 - 5.5 :
- I
: Llama-3.2 90B (reported) 57.3 60.3 85.8 90.1 80.2 92.3 :
‘ﬁm—l
Gemini-1.5 Pro (measured) 67.8 66.3 83.8 92.3 70.6 94.6 6.8
Gemini-1.5 Pro (reported) 68.1 65.9
GPT-40 (measured) 65.4 68.6 85.2 88.5 76.4 93.2 6.7
Closed
GPT-40 (reported) 63.8 69.1 85.7 92.8
Claude-3.5 Sonnet (measured) 67.1 68.4 89.1 88.6 69.5 76.9 7.3
Claude-3.5 Sonnet (reported) 70.7 70.4 90.8 94,2 95.3
Llama-3.1 505B (reported) 64.5 85.8 92.6 80.2 94.1
Unreleased
Grok-2 (reported) 69.0 66.1 - 93.6
Specific model versions evaluated: Claude-3.5 Sonnet (new) [Oct 24], Gemini-1.5 Pro (002) [Sep 24], GPT-40 (2024-08-06) [Aug 24]
https://mistral.ai/news/pixtral-large/ 35
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Mistral Pixtral 12B

A Performance / MM-MT-Bench

Best performance/cost ratio
6 e - ® Qwen-2-VL 728 1100
Pixtral 12B 1075 1
6.0 b
1050
55 ® a
Qwen-2-VL 7B
Llama-3.2 90B 1025 |
5.0 o
o LLaVA-OneVision 72B 1000
Llama-3.2 11B
4.5
975
@ LLaVA-OneVision 7B
4.0 950 -
® Molmo-D 7B
3.5 ® Molmo 72B 925
20 40 60 80 100 >

Cost / Number of Parameters (B)

(=
\ NTPU
CE T
A Performance / LMSys-Vision ELO
| Best performance/cost ratio o Qwen-2-VL 72B
Pixtral 12B
b
)
Llama-3.2 90B
® Qwen-2-VL 7B
“Llama-3.2 11B
®LLaVvA-1.6 34B
0
LLaVA-OneVision 72B
Phi-3.5-Vision
o
20 40 60 80 100 >

Cost / Number of Parameters (B)

36



GPT-40 Hd Claude 3.5 Sonnet

GPT-40

OpenAl

Transformer

REREERMESRE - AR
AEUERRIG R

R GPT-4 HHIEAIEE S BRIBRE /] » {EFT&E

fﬁi*ﬁtiﬂi"‘?" £ R RIS mAYAE

BERZRNEDEMERAXNERSER

LIRIESE S R

B B REEREEPREHEBNTE
B9 GPT-4

EF=—*:=§|—J  BE—RAIEEERNERS
5-1
P& ERGARRBEE A E

BEEHERERANNERTSERMNAR

nnnnnnnnnnnnnnnnnnnnnnnn

Claude 3.5 Sonnet

Anthropic
Transformer

Rt=® - FEANBEEENEE  2#fk
Bz

EROEMNATZENZ 2N - SIS EHSSE
Ea=y3
HE ~ BE - EBFHATZEEERES

H<EIE
FEES @ ZBEBILAIRL B BT EFEAERE
B [E]

e BERENEEENESEESE

%ﬁ%?’%%ﬂi)ﬂi?@ﬁ » [0 & B8 AT T&GE A0 A
R ERREHNEESRNERSS
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ChatGPT 40

GPT-40
Great for most tasks

GPT-40 with canvas sera
Collaborate on writing and code

o1-preview
Uses advanced reasoning

o1-mini
Faster at reasoning

More models

> Temporary chat

OpenAl ChatGPT 40

ChatGPT 40 @

° What can | help with?
iR E AR IA 1 BAALEE 1IEHR

st ERTIAI Fl BRATEE REHR

0 ® (1)

&S Create image () Summarize text Brainstorm Get advice More

ChatGPT can make mistakes. Check important info.

https://chatgpt.com/?model=gpt-40

38


https://chatgpt.com/?model=gpt-4o

(
@ ChatGPT 40 { \(’N?Fu

CEX TN, )

c h G P 4 BEE AA N BERATEE a}qﬁgﬁmﬂmwwmouw
atGPT 4o .

UTRERARERI Al FBERATLEZ (AC) NEHRER - HIRSE - BRABTEEER - B - &
RAKRE - (RO RIBFEETENNRR -

AR 15 &5 £ ACTIVAL A

FERAERE « £zt Al BB A TEEMIRREIR IR
M4 O EE Yo x'a nlle o
HAALILSE BIEHR
5 MEHnE
. FN

ERE Al ESEER
BAATES (AG) M HLER

R Al R AGI RIS

KREE e

@ Message ChatGPT

ChatGPT can make mistakes. Check important info. ?

https://chatgpt.com/?model=gpt-40
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ChatGPT 40

(

PammES
\ NTPU

CE T

National Taipel University

AMUREHADITEER ERNAI I BRALER

ATRAER Al fEBAATER (AGl) WEEER D TR -

LE#RIR
=]

ChatGPT 4o

raARIEA N TITLLER

i

4 B TCAI FO ne
HEAALEE

fRIERS

g

R

BR

4%zt Al (Generative Al)

AES9 4 R FR IR A BRI BUEHABTHIAL
BERI -

REBE - AREAE (GANs) ~ BRES
BRI (NLP) -

ABRIE (XA~ B% - Bt - ERAe -
BB - BRE

EETEZERUTIA T BIREA - RitEEAK
7o

ABHEBEM (WDeepfake) -~ KRIEHIFFEES
ﬁ °

AHERBRK AEEEHES -

FERORE - MEBAISR (BF - 1%
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Vector graphic of a
flowchart depicting the
integration of

generative Al in the
education process,

from content creation to
virtual experiments,
personalized learning, and
innovative learning.
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Large Language Models for Data Science (

4 Expand to see the descriptions of 72 models

llama-3.2-vision-90b-instruct

“reer Tlama 3.2

Large Language Models for Data Science

I

Step 1: Introduction to Large Language Models

Large Language Models (LLMs) are a type of artificial
intelligence (Al) designed to process and understand human
language. They are trained on vast amounts of text data,
enabling them to learn patterns, relationships, and context
within language. LLMs have become increasingly popularin
recent years due to their ability to generate human-like text,

answer questions, and even create content.
Step 2: Applications of Large Language Models in Data Science

LLMs have numerous applications in data science, including:

o Text Analysis: LLMs can be used to analyze large datasets of
text, such as customer reviews or social media posts, to extract
insights and sentiment.

© Natural Language Processing (NLP): LLMs can be used for
NLP tasks like text classification, named entity recognition, and

| PRI RS PR R
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& Enter your prompt and press ENTER
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Large Language Models for Data Science

-

Let me provide a comprehensive overview of how Large

Language Models (LLMs) can be used in Data Science:

Key Applications of LLMs in Data Science:

1. Data Analysis & Exploration

© Natural language queries to databases

o Data summarization and insights generation

o Exploratory data analysis assistance

© Pattern recognition and trend identification

2. Code Generation & Assistance

o Writing data processing scripts

© Generating SQL queries

© Creating data visualization code

o Debugging and code optimization

3. Data Preprocessing

© Feature engineering suggestions

< Tie < Both are bad

Send
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Perplexity.ai
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Large Language Models for Data Science
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+a) el = Answer
Large Language Models (LLMs) are advanced Al systems designed to understand human

Sian U g guag VA g
ign o . , . .
gn Up language intricacies and generate intelligent, creative responses to queries '.They are deep

learning algorithms that can recognize, summarize, translate, predict, and generate content
using very large datasets ?.LLMs are trained on enormous data sets typically measured in
petabytes, sourced from books, articles, websites, and other text-based sources . They are
dynamic tools that are continuously updated and refined as new data becomes available .

Try Pro In the field of data science, LLMs can potentially transform how teams source, manage, and

Upgrade to Claude-2 or analyze data '.They are used in numerous data science applications, and their ability to

GPdT'4’Ib°33t COpf'_'lot uses, process and interpret vast amounts of text data has made them an indispensable part of

anda uplioada more Tlies. B . - S .
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2 Learn More .
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B Download X @ social media posts or customer reviews, to determine whether the overall sentiment is
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Transformer (Attention is All You Need)

(Vaswani et al., 2017)
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Framework for Implementing Generative Al G
Services using RAG Model
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Factuality Enhancement of
Large Language Models (LLMs)
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4 Factuality Enhancement of Large Language Models
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Large Language Model (LLM) based Agents
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If so, give the
umbrella to me.

)
i

conditions and the
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Large Multimodal Agents (LMA)
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Evolution of Sustainable Finance Research G
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SDGs: SDGs

SUSta i na ble Develo pment Goa IS Innovative Financial Instrurr.\ent
Impact Investing

ESG: Environmental, Social, and Governance
CSR: Corporate Social Responsibility
Conscious Capitalism
Climate Financing
Carbon Financing
Green Financing
Ethical Investing
Socially Respcl)nsible Investing
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Source: Folke, Carl, Reinette Biggs, Albert V. Norstrom, Belinda Reyers, and Johan Rockstrom. "Social-ecological resilience and biosphere-based sustainability science.”Ecology and Society 21, no. 3 (2016).
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ESG to 17 SDGs \"m
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ESG to 17 SDGs

B Environment ™ Social ™ Governance

1: End Poverty

2: Zero Hunger

3: Good Health and Well-Being

4: Quality Education

5: Gender Equality

6: Clean Water and Sanitation

7: Affordable and Clean Energy

8: Decent Work and Economic Growth

9: Industry, Innovation, and Infrastructure
10: Reduced Inequalities

11: Sustainable Cities and Communities
12: Responsible Consumption and Production
13: Climate Action

14: Life Below Water

15: Life on Land

16: Peace, Justice, and Strong Institutions
17: Partnerships for the Goals

Source: https://sustainometric.com/esg-to-sdgs-connected-paths-to-a-sustainable-future/
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Net-Zero Transformation X7
 Ambition * Supply chains
* Aligned to achieving global net * Transformed net zero supply chains
zero by no later than 2050 & to * Innovation
limit warming to 1.5° C * Developed innovation and
* Governance technologies to deliver net zero
* Accountability driven from the top * Finance
* Strategy * Financing the net zero
* Embedded and aligned net zero transformation
into company strategy * Transparency
* Enterprise  Communicating action
* Key operating model changes in o Engagement
support of transformation * Enhancing the pace and scale of net

zero action

https://www.pwc.com/us/en/services/esg/library/building-blocks-for-net-zero-transformation.html
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: (=
Net-Zero Transformation Enablers ..

National Taipel University

Net-zero industry performance Net-zero industry readiness
The four drivers of industry net The five enabling dimensions of
greenhouse gas (GHG) emissions: industry net-zero transformation:

How it is produced:
What is produced: Production process emission and

Industry production volume and mix energy intensity Technology

to decarbonize
production processes

Infrastructure
to enable low-emission
production

Capital
to transform industry

asset base {:j %

Technology

2

Net GHG
emissions

Net-zero
transformation
enablers

What it contributes to:
Scope 3 emissions and offsets

Demand
to buy low-emission
products at a premium price

Policies
to support low-emission
business models

What energy is used:
Types of energy sources consumed

Source: https://www.weforum.org/agenda/2022/07/net-zero-tracker/ 65
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Digital Transformation

CE T

Dimensions

Categories

A. BUSINESS MODELS

Business Process Innovation
Business Strategy

B. DIGITAL BUSINESS

Digital Culture, Literacy and Skills
Digital Economy

InNnovation and Socio-technical Shared Values

C. TECHNOLOGIES

Technology and Innovation VManagement
Artificial Intelligence

Big Data

Internet of Things

Industrv 4.0

D. SUSTAINABILITY

Sustainable Business

Sustainable Competitive Advantage
Sustainable Development
Sustainable Innovation

{
1
1

E. HUMAN RESOURCES

Employee Experience
Career Dynamics

F. SMART CITIES

Sustainable Smart Manufacturing
Digital Manufacturing

Taipel University
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ESG Challenges and Opportunities

* Challenges
* Fragmented and unstructured ESG data.
* Lack of standardization and transparency.
* Timeliness of data availability.

* Opportunities
* Rising demand for actionable ESG insights.
* Innovation in sustainable solutions and policies.
* Generative Al as a tool for transformation.
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Generative Al for ESG Data Analytics {'

‘alpel University

* Data Integration and Enrichment:
* Synthesizing structured and unstructured ESG data.

 Automated Reporting and Insight Generation:

* Tailored ESG reports and insights for stakeholders.
* Scenario Modeling and Forecasting:

* Simulating potential risks and opportunities.

* Addressing Bias and Ensuring Accountability:
* Transparent, fair, and ethical Al deployment.

71



Generative Al and LLMs for Sustainability and
ESG Data Analytics




Sustainability Innovation G
with Generative Al

* Sustainable Product Design:

* Eco-friendly designs minimizing waste and energy.
* Policy Formulation and Implementation:

* Al-driven simulations for effective policies.
* Stakeholder Engagement and Awareness:

* Communicating ESG strategies with compelling Al-driven
visuals.
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Mapping the ESG Standards Landscape

* The most prevalent ESG reporting frameworks

* GRI (Global Report Initiative)

* CDP (Carbon Disclosure Project)

* SASB (Sustainability Accounting Standards Board

* ISSB (International Sustainability Standards Board)

* TCFD (Task Force on Climate-related Financial Disclosures
* How companies choose

* Materiality, industry-specific standards, investor alignment

75



GRI (Global Report Initiative)
How to use the Reporting Public policy & About ;
Standards v oo e dode Y support ¥ partnerships v Grl Y Newsv Goals and targets database & Sign In Donate Now

The global leader for
impact reporting

Welcome to GRI. For over 25 years, we have developed and delivered
the global best practice for how organizations communicate and
demonstrate accountability for their impacts on the environment,
economy and people.

We provide the world's most widely used sustainability reporting
standards, which cover topics that range from biodiversity to tax, waste
to emissions, diversity and equality to health and safety. As such, GRI
reporting is the enabler for transparency and dialogue between
companies and their stakeholders.

Access the GRI Standards >

https://www.globalreporting.org/
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CDP (Carbon Disclosure Project)

Guidance & questionnaires Contact Regional websites Language

SN'CDP

; P Sign in
DISCLOSURE INSIGHT ACTION About us Our work Why disclose? Become a member Data and insights L

a—

We focus investors, companies, cities and
governments on building a sustainable

economy by:measuring and acting on
their environmental impact.

CDP is a not-for-profit charity that runs the global disclosure system for investors, companies, cities, states and
regions to manage their environmental impacts. Over the past 20 years we have created a system that has
resulted in unparalleled engagement on environmental issues worldwide. Find out more about how we work.

https://www.cdp.net/
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SASB (Sustainability Accounting Standards Board)

IFRS Foundation Other Resources: The ISSB Integrated Reporting Framework

SASB
STANDARDS

9 Subscribe ¥ Download Standards
Now part of IFRS Foundation

About SASB Standards Using the SASB Standards Pathway to ISSB Education Membership @)

SASB Standards: Your
pathway to ISSB

https://sasb.org/ 78
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ISSB (International Sustainability Standards Board)
B3 IFRS 2 Q

ABOUT US IFRS ACCOUNTING IFRS SUSTAINABILITY

Home International Sustainability Standards Board

International Sustainability Standards Board

ABOUT MEMBERS MEETINGS RESOURCES NEWS

About the International Sustainability Standards Board
Related information

The Trustees of the IFRS Foundation announced the formation of the International Sustainability ) .
Sustainability FAQs

Standards Board (ISSB) on 3 November 2021 at COP26 in Glasgow, following strong market demand for
its establishment. The ISSB is developing—in the public interest—standards that will result in a high-
quality, comprehensive global baseline of sustainability disclosures focused on the needs of investors
and the financial markets.

General Sustainability-related Disclosures
project

. : ; ; g ; Climate-related Disclosures project
Sustainability factors are becoming a mainstream part of investment decision-making. There are prol

increasing calls for companies to provide high-quality, globally comparable information on sustainability-
related risks and opportunities. as indicated by feedback from many consultations with market

https://www.ifrs.org/groups/international-sustainability-standards-board/ 79
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TCFD

(Task Force on Climate-related Financial Disclosures)
B3 FRS https://www.ifrs.org/sustainability/tcfd/ 2 Q

ABOUT US IFRS ACCOUNTING  IFRS SUSTAINABILITY

Home ISSB and TCFD

ISSB and TCFD

The Financial Stability Board has announced that the work of the TCFD has been completed, with the
ISSB's Standards marking the 'culmination of the work of the TCFD'.

Companies applying IFRS S1 General Requirements for Disclosure of Sustainability-related Financial
Information and IFRS S2 Climate-related Disclosures will meet the TCFD recommendations as the
recommendations are fully incorporated into the ISSB's Standards.

Companies can continue to use the TCFD recommendations should they choose to do so, and some
companies may still be required to use the TCFD recommendations. Using the recommendations is a
good entry point for companies as they move to use the ISSB's Standards.

The IFRS Foundation has published a comparison of the requirements in IFRS S2 and the TCFD
recommendations.

https://www.fsb-tcfd.org/

Related Information

IFRS Foundation welcomes culmination of
TCFD work and transfer of TCFD monitoring
responsibilities to ISSB from 2024

Comparison: IFRS S2 Climate-related
Disclosures with the TCFD Recommendations

Resource: Making the transition from TCFD to
ISSB

IFRS Sustainability Standards Navigator
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Sustainable Productivity:
Finance ESG

SUSTAINABLE ~ _ F X E X S X G
PRODUCTIVITY INANCE NVIRONMENT OCIAL OVERNANCE
UsEe

DEVELOPMENT PRODUCTION

Marketing & Product SCM{& Produql:on Logistics Braduction Quality Sarvice
sales development purchasing planning assurance

F " Financial result Return on sales, profit,
INANCE Financial expense return on equityY
E Positive environmental contribution Management of energy,
NVIRONMENT Environmental impact waste, pollution water, ...
S Positive social contribution Equal opportunity,
OCIAL Social burden collaboration & safety, ...
G Positive governance contribution Compliance, shareholder
OVERNANCE Governance expense structure, innovation contribution, ...




Sustainable Resilient Manufacturing
ESG

et of Prodycy;
FINANCE e Uct/o,’ ENVIRONMENTAL
€ N sales Equity Emissions —] Reuse
snl ] revenue ratio r impact = quota
{é@ Value creation Compensation
=0 [ per employee measures
GOVERNANCE =+~ SOCIAL
&Y. Innovation 1P  Renumeration 91P  Gender Long-term
" capability @ structures @ equality db view

Integration &

3 Working conditions in the
value chain [%T-’[% collaboration

Source: Huang, Ziqi, Yang Shen, Jiayi Li, Marcel Fey, and Christian Brecher (2021). "A survey on Al-driven digital twins in Industry 4.0: Smart manufacturing and advanced robotics." Sensors 21, no. 19: 6340. 82



ESG Indexes

*MSCI ESG Index
*Dow Jones Sustainability Indices (DJSI)
*FTSE ESG Index



MSCI ESG Rating Framework

@@ DATA

1,000+ data points on ESG policies, programs, and performance;

Data on 100,000 individual directors; up to 20 years of shareholder meeting
results

DI] EXPOSURE METRICS |MANAGEMENT METRICS

How exposed is the company How is the company managing
to each material issue? each material issue?

Based on over 80 business 150 policy/program metrics, 20
and geographic segment performance metrics;
metrics 100+ Governance Key Metrics

D
INSIGHT

Specialized ESG research
team provides additional

SOURCES

100+ specialized datasets
(government, NGO, models)

Company disclosure (10K, insight through:
sustainability report, proxy report) Company reports
3,400+ media sources monitored Industry reports
daily (global and local news Thematic reports

sources, governments, NGOs)

MONITORING &

QUALITY REVIEW

Systematic, ongoing daily monitoring of
controversies and governance events
In-depth quality review processes at all
stages of rating, including formal
committee review

Analyst calls & webinars

DATA OUTPUTS ||=§

Access to selected underlying data

Ratings, scores, and weights on
680,000 securities

17 years of history
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MSCI ESG Key Issue Hierarchy

3 Pillars

Environment

10 Themes
Climate Change

35 ESG Key Issues

Carbon Emissions

Product Carbon Footprint

Financing Environmental Impact

Climate Change Vulnerability

Natural Capital

Water Stress
Biodiversity & Land Use

Raw Material Sourcing

Pollution & Toxic Emissions & Waste Electronic Waste
Waste Packaging Material & Waste
Environmental Opportunities in Clean Tech Opportunities in Renewable

Opportunities

Opportunities in Green Building

Energy

Social Human Capital Labor Management Human Capital Development
Health & Safety Supply Chain Labor Standards
Product Liability Product Safety & Quality Privacy & Data Security
Chemical Safety Responsible Investment
Consumer Financial Protection Health & Demographic Risk
Stakeholder Controversial Sourcing
Opposition Community Relations
Social Access to Communications Access to Health Care
Opportunities Access to Finance Opportunities in Nutrition &
Health
Governance Corporate Ownership & Control Pay
Governance Board Accounting
Corporate Business Ethics
Behavior Tax Transparency
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MSCI Governance Model Structure

Governance
Corporate Governance Corporate
Behavior
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MSCI Hierarchy of ESG Scores

ESG Letter Rating

(AAA-CCC)

Pre-set score-to-letter-rating matrix

Final Industry
Adjusted Score (0-10)

Adjusted relative to Industry Peers, Exceptional overrides

Weighted Average Key
Issue Score (0-10)

Weighted average of underlying pillar scores

Environment Pillar Social Pillar
Score (0-10)

Governance Pillar
Score (0-10)

Score (0-10)
Each pillar is organized into underlying themes;
Environmental and Social Pillar and Theme Scores derive from Deduction-based scoring
the weighted average of underlying Issue scores model applied

Environmental Key Social Key Issue
Issue Scores (0-10)

Governance Key Issue

Scores (0-10) Scores (0-10)

Key Metrics:

Indicators: Indicators: Indicators: Indicators: Ownership Characteristics;

Business Strategy Business Strategy Board & Committee
Segments; Programs & Segments; Programs & Composition;
Geographic Initiatives Geographic Initiatives Pay Figures;
Segments; Performance Segments; Performance Accounting Metrics;
Co-specific Controversies Co-specific Controversies Policies & Practices
indicators indicators Business & Geographic

Segments; Controversies

Raw Data
Company financial and sustainability disclosure, specialized government & academic data sets, media searches, etc.



8,000

Companies

90%

Global market
capitalization

340,000+

Current Research Universe
and Active Securities

DJSI S&P Global ESG Score

Approx.

1,000

Datapoints

130+
30+

Criteria scores

S&P GLOBAL
ESG SCORE

Assessed values, text,
checkboxes, documents

Sources: Web-based questionnaire

and company documents

Weighted
data point scores

Up to 50% industry-specific

Weighted
question scores

61industry specific approaches,

with tailored questions, criteria
and related weightings

3

Dimension scores

Weighted
criteria scores

Adjusted for corporate ESG
controversies where applicable

S&P Global
ESG Score

Sum of weighted
dimension scores
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FTSE Russell ESG Ratings

Tax
Transparency
Biodiversity
Risk
Management

Corporate Pollution &
Governance Resources

Corruption Security

Customer
Standards Responsibility

Human Rights
& Community

SUpp,y Chain: Soc\a\
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SUSTAINALYTICS

a Morningstar company

Analyst-based
approach
Sustainalytics’ ESG Risk Ratings measure a company’s

exposure to industry-specific material ESG risks and
how well a company is managing those risks.

Sustainalytics
ESG Risk Ratings

Negligible

0-10

Low

10 - 20

Medium

High

Severe

20 - 30

30-40

40+
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TruValue Labs

FACTSET Truvalue G

ESG Ranks

* Truvalue Labs applies Al to analyze over 100,000 sources and uncover
ESG risks and opportunities hidden in unstructured text.

* The ESG Ranks data service produces an overall company rank based on
industry percentile leveraging the 26 ESG categories defined by the
Sustainability Accounting Standards Board (SASB).

* The data feed covers 20,000+ companies with more than 13 years of
history.
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Analyst-driven vs. Al-driven ESG

Analyst-driven ESG research Sustainalytics

Derives ratings in a structured data model

Analyst role at the end of
Collect Process Analyze Generate th I
data data data score/rating € pr oc‘:ecss QHOWS
subjectivity to color
\ J \ )
I ||

results

DATA MINERS & TECHNOLOGY ANALYSTS

Al-driven ESG research
Derives signals from unstructured data

Analyst expertise at the
Develop Extract Analyze Generate baaiant fth
algorithms signals data score/rating CYUINGG O IEPIOCERS
produces consistent
\ J |\ )
I |

Truvalue Labs

results
ANALYSTS & ENGINEERS TECHNOLOGY
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Analyst based
ESG Research

Al based
ESG Research

(.

e
\ NTPU

CE T
Analyst Based ESG Research Nationl Taipet niversty
Collect Data Analyze Data Generate score rating
u J N J
Y Y
Raw data sources Analysts

and tools

Applying Al to ESG Research

Analyze data and Review and
Develop algorithms Extract signals uncover material determine
impact investment decision
\ J \ J 1\ J
Y Y Y
Analysts and Technology Analysts
Engineers

It would take an analyst over 5 years to do what our Al can in 1 week
Combining analysts with Al creates gives you the full picture

@+=@

ANALYTICS

Invest where it matters.

93



ESG Analytics: NLP Taxonomy

ESG Analytics
Master View

ANALYTICS

—4) Environmental

®  ® socal

—4@ Governance

—. Climate Change
——. Sustainability

—. Biodiversity & Water

. Community

Responsibility

Human Rights

Leadership &
Management

e
—
Business
] S Innovation
o
o

Qutside Activities

Business Ethics

@ 5 subtopics
@ 3 subtopics

@ 3 subtopics

@ :subtopics
@ 5 subtopics

@ 7 subtopics
@ 5 subtopics

@ 4 subtopics
@ 3 subtopics

@ 4 subtopics
@ 4 subtopics
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9.4 —
Top ares

o @EMITWISE
ESG Reporting 0y
/E\ EHS INSIGHT
ENERGYCAP ‘
Software
ENVIZI
envizi o [r—
SEBVICENOW ESG MANAGEMENT
H e DILIGENT SUSTAINABILITY REPORTING SOFTWARE
Environmental, Social and W
WORKIVA ESG

Governance (ESG) Reporting
software or Sustainability
software helps organizations
manage their operational
data, evaluate their impact on

i ) &
the environment and prowde ECOMETRICA SUSTAINABILITY REPORTING
reporting to perform audits.

ES? BENCHMARK ESG REPORTING

~ ESP CSR

PRODUCT FEATURES AND SATISFACTION

70

VENDOR EXPERIENCE AND CAPABILITIES
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Future Directions

* Integrating blockchain, 10T, and digital twins.
* Democratizing Al tools for all stakeholders.

* Promoting collaboration among experts and
communities.
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Conclusion N,

* Generative Al is transforming ESG analytics and
sustainability innovation.

* Collaboration among researchers, policymakers, and
innovators is key.

* Generative Al to build a sustainable future.
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Summary b,

1. Generative Al:
Powering Digital Sustainability Transformation

2. Generative Al and Large Language Models (LLMs):
Popular Generative Al Applications
3. Generative Al for Sustainability and ESG Data Analytics
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NTC"R IMNTPU at the NTCIR-16 FinNum-3 Task: A.ACS! \((ﬁu

N Tc I R_ 1 6 Data Augmentation for Financial Numclaim Classification “~~
Hzeals

I
FInNum-3
Yung-Wei Teng !, Pei-Tz Chiu?, Ting-Yun Hsiao !, Mike Tian-Jian Jiang 2 and Min-Yuh Day **
1Information Management, National Taipei University, New Taipei City, Taiwan
zgeals Co., Ltd. Tokyo, Japan
myday@gm.ntpu.edu.tw
This paper provides a detailed description of IMNTPU team at the NTCIR-16 FinNum-3 shared task in formal financial documents. We
proposed the use of the XLM-RoBERTa-based model with two different approaches on data augmentation to perform the binary

classification task in FinNum-3. The first run (i.e., IMNTPU-1) is our baseline through the fine-tuning of the XLM-RoBERTa without data

F ", we that pr ing different data i may imp the task performance because of the
imbalance in the dataset. Accordingly, we pr d double redaction and lati hod on data aug ion in the d
(IMNTPU-2) and third (IMNTPU- 3) runs, respectively. The best macro-F1 scores obtained by our team in the Chinese and English datasets
are 93.18% and 89.86%, respectively. The major contribution in this study provide a new i ding toward data augmentation
pp! h for the imbal d d: which may help reduce the imbalanced situation in the Chinese and English datasets.
”( Research Architecture and Proposed Method )" — Translation Approach '
4 IMNTPUL: We adopted XLM- (Tragonal | [ ) _‘\ Simplified
Data Augmentation RoBERTa Model without data ‘ Chinese | '{ o Chiness
1 as our baseli
Demstle Redacbion Traralaton X 5 _ The tax procesds were
[ In MNTPU2 ][ In MNTPU ] model. R@RE 90 A% o Rf?”llh 981
IMNTPU2: We adopt Double +YoY+36.36% - R ZIT - YoY+36.36%

S

§ Redaction approach for data 6 weompm T WSR2 BE
Fined-tuning augmentation  and  XLM- .- prrcent, heher SN umitHOwR - -
- Baseline in IMNTPU-1 ROBERTa Model. wpecied.”
T IMNTPU3: We adopt the
Iranslation approach
fordacs Performance

Pre-trained Model .
augmentation and  XLM-
[ XLM-RoBERTa ] bt -
RoBERTa Model. Chinese Dataset English Dataset
Dev Set Test Set Dev Set Test Set
Tokenization Tricks Run FlScore | Fl-Score FlScore | Fl-Score
(%) (%) (%) (%)
Input: GoodA day and welcome to Ithe Apple Inc. Third IMNTPUL 90.51 93.18 8713 88.39
Quarter Fiscal Year 2018 Earnings Conference Call.
Today's call is being recorded. IMNTPU2 88.65 9164 88.82 89.86
XLM-RoBERTa lTokenlm Double lkedactlon IMNTPU3 9216 9164 Z

Output: <s> Good day and Output: <s> <mask> Good [\ ———————

welcome to the Apple day and <mask> to the
Inc. Third Quarter  Apple <mask> Third Conclusions and Contributions

Fiscal Year xxnum 2018 Quarter Fiscal Year xxnum

Earnings Conference 2018 Earnings Conference Conclusions:

Call. Today's call is Call. Today's call is . o

being recorded. DIEE B acorded. TR The performance with data augmentation method (Double

Redaction) in English dataset is superior than without data

augmentation.
{ Algorithm of Double Redaction ) Contributions:
1 Shuffle the tokens in sentence * The major contribution of the research is that data
> Delete the duplicated tokens in sentence augmentation approach may help reduce imbalanced
s Copy the remaining tokens as PR
+ SETthe Sand y situation.
s for specific token in f do
«  ifyless than 8 then * We haveb developgd a noyel ) method for data
’ Replace original token with <usk> token augmentation technique, which is double redaction
s else and translation approach, and can decrease the issue
0 Cover original token as <mask token of inbalaficed dataset:
w o endif
1w end for
i wille Tous da ACKNOWLEDGMENTS
1 Model predict the original token of <usk> and <mask> This research was supported in part by the Ministry of Science and Technology (MOST), Taiwan
1 end while under grant number 110-2410-H-305-013-MY2, and National Taipel University (NTPU) under grant

number 110-NTPU-ORDA-F-001, 111-NTPU-ORDA-F-001, and 111-NTPU-ORDA-F-003.
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IMNTPU at the NTCIR-17 FinArg-1

RG

Argument-based Sentiment Analysis and Identifying Attack and 252
Support Argumentative Relations in Social Media Discussion Threads Hzeals

D 8

@eaa @ O

Chia-Tung Tsai!, Wen-Hsuan Liao?, Hsiao-Chuan Liu?, Vidhya Nataraj?, Tzu-Yu Liu3, Mike Tian-Jian Jiang® and Min-Yuh Day* *
*myday@gm.ntpu.edu.tw
linformation Management, 2Smart Healthcare M. )
National Taipei University, New Taipei City, Taiwan
4Zeals Co., Ltd. Tokyo, Japan

3Ruei Adrmini. .

In recent years, there has been a surge of i in

based i lysis and the identification of argumentative

"

of premises and claims, as well as the classification of

relationships in social media. These tasks

Within these tasks, we have developed a fine-tuning method for transformer models. To evaluate and

1 this we blished a prek CEARS

lidate the eff
predominantly with BERT models and employing GPT for g

k to test and display the performance of BERT, RoBERTa, FinBERT,
ALBERT, and GPT 3.5-turbo models on financial data and social media texts. Ulti ly, the exper

i of our str ies. The primary contribution of our research is our proposal of two key elements: fine-tuning
classification, aiming to enhance the identification of argumentative

| results of these sub-tasks

classifications. Through fine-tuning techniques, the state-of-the-art models can achieve better performance than the baseline.

”( IMNTPU Research Architecture )

Transformer-Based
Pretrained Model

Fine-tuning Techniques

( Hyperparameter Settings )
NTCIR-17 FinArg-1 Hyy Settings
Hyperparameter Value
Learning Rate 1e-5, Se-5
Max Length 128, 256
Batch Size 8,16
Epochs 3,45

’_( Performance )’“

NTCIR-17 FinArg-1 Argument Unit Classification

’( Fine-tuning Techniques )"

*  Our research in Natural Language Processing (NLP) explores deep
learning models like BERT, ALBERT, and RoBERTa for sentence
classification. ROBERTa, in particular, shows superior performance in NLP
tasks due to more data and extended training, refining BERT's original
training approach. The study used RobertaTokenizer for tokenization and
RobertaForSequenceClassification for training and evaluation.

+  AS-foldci i ique was I to fi and
assess model performance, involving dividing the dataset into five parts
and using each in turn for validation. This ensures a stable and reliable
performance evaluation. The study also adjusted hyperparameters such
as sentence length, batch size, and training epochs to improve learning
efficiency. For fair comparison, the same settings were applied to both
RoBERTa and BERT models during fine-tuning.

Model Micro-F1 Macro-F1 Weight-F1 Accuracy

IMNTPU-1
(BERT-base) 75.44% 75.31% 75.40% 74.82%
SMNTED-2 SN 76.00% 76.05% 76.07% 75.64%

)

IMNTPU-3

_(GPT 3.5-turbo) 56.97% 56.82% 56.70% 55.08%
NTCIR-17 Fi -1 it Relation Detection and Classification

Micro-F1 Macro-F1 Weight-F1 Accuracy

IMNTPU-1
(ROBERTa-base) 78.99% 47.36% 76.54% 78.55%

IMNTPU-2
(FInBERT) 82.61% 52.97% 82.14% 79.13%

IMNTPU-3
BERT-ur ) 80.72% 50.73% 79.67% 78.55%

NTCIR-17 FinArg-1 Identifying Attack and Support Argumentative Relations in
Social Media Discussion Threads

Model Micro-F1 Macro-F1 Weight-F1

itmllA s2.88% 3877% a873%
IMNTPU-2

Shemdienrdy 4871% 28.64% 4050%

—( GPT Generation Strategies and Optimization )"

+ In our study, we demonstrate the application of OpenAl’s ChatGPT
AP, integrating deep learning with Natural Language Processing
(NLP) for detailed text analysis. The technology is finely tuned to
classify sentences accurately as either “claim” or “premise”, aiding
r s in i ifying core arg and their supporting
reasons. This i ion is part of a multi-step process, with
specific sentiment labels providing clear targets for the model.

« The distinction between "claim" and "premise” is vital for
under ing ar and their justifications. N , the
method's scalability and adaptability make it versatile, suitable for
not only basic sentiment analysis but also for more complex text
analysis with additional classification labels.

Conclusions and Contributions )ﬁ

*  We combined fine-tuning BERT and ROBERTa with the innovative use of GPT
3.5 Turbo, effectively capturing subtle nuances in conversational texts while

ing signif in ive tasks,

*  Our study offers a comprehensive solution to the Argument Unit Classification
challenge, thoroughly evaluating various methods' pros and cons. Additionally,
in the multi-class classification task of financial sentiment analysis, we've
revealed deeper semantic aspects of texts by analyzing inter-sentential

relationships.
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*myday@gm.ntpu.edu.tw

lInformation Management, 2Smart Healthcare Management, >Business Administration,
National Taipei University, New Taipei City, Taiwan

4Zeals Co., Ltd. Tokyo, Japan
The IMNTPU team engaged in the NTCIR-17 RealMedNLP task, specifically focusing on Subtaskl: Adverse Dmg Event
detection (ADE) and the challenge of identifying related radiology reports. This task is centered on har i dologi
that offer significant aid in real-world medical services, especially when training resources are limited. In our approach we
harnessed the power of pre-trained language models (PLMs), particularly leveraging models like the BERT transformer, to
understand both sentence and document structures. Our experimentatlon with diverse network designs based on PLMs

paved !he way for an enlightening p i i y, BioBERT-Base emerged as a superior contender,
dable accuracy relative to its peers. Furthermore, our investigation made strides in the realm of one-
shot learnlng for multiclass labeling, specifically with the GPT fi k. The insights gathered emphasized the y for

more specialized strategies, suggesting avenues for future research in multiclass labeling tasks.

’C Research Architecture ) P( Performance )“

Exact Accuracy of Test Dataset and Devel nt Dataset

Development Dataset
W
Models (#1,192) Test Dataset (¥1,993)
BioBERT-Base
(Submission Run 1) 0% 082
Roberta-Base 0.76 -
Roberta-large
(Submission Run 2) 085 o
GPT3.5
Run3) 0.72 0.69
GPT 4.0 0.62 -
Subtask 1-SM-ADE-EN Binary and Per Label Metrics
Precision Recall F1 Score
LEns EED ADE NOADE ADE NOADE ADE NOADE
BIOBERT- Binary 074 091 078 089 076 090
Base Per label 072 100 076 099 074 099
( Prompt Englneer mmm“} ROBERTa- Binary 073 093 08 08 078 090
Large Per label 071 100 077 099 074 099
- Binary 047 0.47 020 091 028 082
One-shot Learning Hyperparameters GPT3S  poiiabel 042 018 100 025 099
* Analysis showed reduced *  Fine-tuned for multi-label text Subtask 1-SM-ADE- zunlnarywnruwnnammmumm
accuracy in insight extraction dassification Devsjopment Detaset
- M Precision Recall F1 Score
from short, ambiguous tweets. *  MaxEpochs: 10 odels Score ADE NO Ao: wg NOADE ADE NO ADE
*  GPT models often over-labeled: +  MaxSequence Length: 512 BioBERT- Binary 0.90 096 052 057
s ! % Base Per label 091 0.97 osa 096 092 097
GPT-3.5 labeled 929 lnstunoes, . Leamv-gkaﬁe.Se-S ROBERTs- Binary 089 083 059 097 071 09
GPT-4.0 labeled 789, while the * BatchSize: 16 Base Perlabel 085 099 049 100 062 099
actual ground truth was 400. *  LossFunc.: BCEWithLogitsLoss RoBERTa-  Binary 087 093 085 094 08 093
P t Large Per label 084 099 077 100 081 100
romp R Binary 072 080 053 05 061 085
You are a medical expert analyzing tweets to check whether the 2 Per label 062 099 057 099 060 099
user suffers adverse drug events. GPT4.0 Binary 052 0.96 0.95 0.61 0.67 0.75
uur}ax: ;1 Because Ezery[;‘:xt iz f{?ﬂ ‘ngter, Ehg t::ts 4. Per label 0.48 1.00 0.92 0.98 0.63 0.99
are shor ease consider S situation and annotate e
text with proper labels to check whether the user suffers ——__ xact Match Accuracy Results in Devel ;’*L;"ELLL___
adverse drug events. For instance, users list the adverse drug Models Accuracy Accuracy
effects rather than express personal experiences of adverse ROBERTa-Base 0.86 Gp‘|’35 1- gm 0.54
Syt lonad tating steps are as follows: ** RoBERTa-Large 087 GPT3.5-scenario 069
1. Check whether the user l1ists the adverse drug effects BioBERT-Base 0.85 GPT4.0-1-shot 0.61
rather than expressing personal experiences of adverse BioBERT-Large 0.86 GPT4.0-scenario 0.70
reactions.
2, Check whether this tweet's user suffers from adverse drug GPT3.5-fintune 0.85
3 Cnccx the symptoms in these 72 symptoms listed below.
1 vx the. ui zr r %g ? mr."’““l"d Conclusi d Contributi
. e uf(ex suffers from e tweet's s om instea
listing the adverse drug events, output with the corre‘,po'dan nciusions an ntributions
Al
2. If the user doesn't suffer from the symptom in the tweet, s with GPT-35 boosts RoBERTa accuracy from 0.76t0 0.86.
output with \"None\". *  Refined prompts for tweets, increasing GPT4.0 accuracy t0 0.70.
:.;useau-dx::?:::“ rash, stomatitis *  BioBERT excelsindrug event on; GPT one-shot .
**Here is some annotate example for you to base on.** e WEWMM'MWEWWWTM
Text: I finished C due to side effects of the contrast dye. I GPT-4
was feeling kind of sick and nausea was getting worse, so I
vfhoughl it would bet;ou h, bur.lthx: mrmnghmy gh?st hurts. MKNOWLEDGMENT
m going to go to e hospital tomorrow, thot 2 anxxous o P . . i
OO I O e scoN L NOUGT i This research wos supported in part by the National Scence and Technology Council (NSTC),
Label: nausea, pain Taiwan, under grants MOST 110-2410-H-305-013-MY2, NSTC 112- 2425-H-305-002-, and NSTC 112-
r 22 samples for GPT to know. 2627-M-038-001-, and National Taipei University (NTPU), Taiwan under grants 112-NTPU-ORDA-F-

003, 112- NTPU-ORDA-F-004, USTP-NTPU-TMU-112-01, NTPU-112A413£01, and NTPU-112A513€01.
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Taipel University
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1. Fintech Green Finance for Carbon Market Index, Corporate Finance, and Environmental Policies.

Carbon Emission Sentiment Index with Al Text Analytics
* NTPU, 113-NTPU_ORDA-F-003, 2023/01/01~2024/12/31

2. Digital Support, Unimpeded Communication: The Development, Support and Promotion of Al-assisted
Communication Assistive Devices for Speech Impairment (2/3).

Multimodal Cross-lingual Task-Oriented Dialogue System for Inclusive Communication Support
* NSTC 113-2425-H-305-002-, 3 Years (2023/05/01-2026/04/30) Year 1: 2024/05/01~2025/04/30
3. Research on speech processing, synthesis, recognition, and sentence construction of people with language
disabilities. Multimodal Cross-lingual Task-Oriented Dialogue System
 NTPU, 113-NTPU_ORDA-F-004, 2023/01/01~2025/12/31
4. Metaverse Al Multimodal Cross-Language Task-Oriented Dialogue System
* ATEC Group, Fintech and Green Finance Center (FGFC, NTPU), NTPU-112A413EO01, 3 Years (2023/05/01~2026/04/30)

5. Generative Al-Driven ESG Report Generation Technology
» Industrial Technology Research Institute (ITRI), Fintech and Green Finance Center (FGFC, NTPU), NTPU-113A513E01, 2024/03/01~2024/12/31

6. Establishment and Implement of Smart Assistive Technology for Dementia Care and Its Socio-Economic Impacts
(3/3). Intelligent, individualized and precise care with smart AT and system integration
* NSTC, 113-2627-M-038-001-, 2024/08/01~2025/07/31

7. Prospective longitudinal study on peri-implant bone loss associated with peri-implantitis
e USTP (NTPU, TMU), USTP-NTPU-TMU-113-03, 2024/01/01~2024/12/31
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