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A New TCP Congestion Control M echanism over WirelessAd

Hoc Networ ks by Router-Assisted Approach

Abstract

Communication networks have evolved tremendoustihienpast decades. TCP
is the most dominant and deployed end-to-end tmahsprotocol across
Internet today and will continue to be in the feeduture. It has numerous
enhancing versions for wired network such as TCROR&€CP NewReno and
TCP Vegas to improve the drawbacks of initial vamsof TCP. As IEEE
802.11 wireless network technology gains populafityP is very likely to be
popular for existing applications so far. Howevearedto unawareness of
network conditions, regular TCP is not able to yfudontrol the limited
resources and distinguish packet loss from cormgestiss and random loss.
Based on such implicit assumption, many studiese hstvown this would
results in serious performance degradation in es&®lenvironment. In this
paper, we proposed a new TCP congestion control hamem by
router-assisted approach which is inspired by thiecept of each wireless
node playing the roles of terminal and router stamgously. Based on the
information feedback from routers, sender is abladjust the sending speed
dynamically in order to avoid overshooting probleWle also proposed a

multilevel date rate adjustment method to contnel date rate more precisely.



Finally we evaluate the performance of our apprdagchiNS2 simulator. Our
proposed protocol has 5~10% higher throughput th&® NewReno and
much less number of retransmission. The fairnepgir@ment is also achieved

while our proposed protocol coexists with otherandjCP variants.

Keyword: TCP, Congestion Control, router, MANET
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CHAPTER 1

| ntroduction

With the fast expansion of Internet technologied applications, some important issues such
as network congestion have been raised under tbentstance of traffic burstness. The root
cause of congestion is usually the amount of paclenerated by end users exceeds the
capacity of the network. Network congestion wilku# in long delay time and high packet

loss rate as well as many negative effects in paidoce.

With respect to a path that connects two end porasgestion usually occurs in a
bottleneck node. Network elements including routamg end terminals have to be tightly

coupled to prevent the network from being crasheddmgestion more efficiently.

In the present, TCP/IP is the de facto and mosbimrstandard to Internet society for
data transmission and it offers reliable data fiearass well as flow and congestion control so
that its behavior is tightly coupled with the ouermternet performance. Based on the
window-adjustment algorithm, sender not only gutgas the successful packet delivery, but
also maintains the correct sequence of packetetsiving the frequent acknowledgement
from the receiver. The strength of TCP also retirghe nature of its congestion avoidance
and control algorithm as well as its retransmissmachanism. Therefore the congestion
control within the TCP plays a critical role in adfing data rate to avoid congestion from

happening.



TCP protocol is executed at the terminal nodesiaddesn't have real-time information
about the network condition. The indicators of matvstatus to the TCP protocol are packet
traveling time as well as success or failure ofkpge delivery. Therefore, most current TCP
versions count on these indicators to "guess"nteda) the available bandwidth over the path
connecting the sender to the receiver and to adptstrate accordingly. The accuracy and the
promptness of bandwidth estimation are dependemhamy factors such as the stability of
network traffic and the length of the path. Notpsigingly, most TCP versions are suffering
some performance shortcomings such as congestiagmeby sending data too fast as well

as decreasing data rate unnecessarily due to witalled "slow start”.

The initial version of TCP suffers from performandegradation due to network
congestion. Therefore some enhancing versions & JWeh as TCP Tahoe[2], TCP Reno[3],
TCP NewReno[4], and TCP Vegas[11] had been propwsedprove the performance of TCP

in context of wired networks.

However, the performance of these proposed comgestintrol protocols might be far
from optimality due to the insufficient or outdatetformation about the current network
condition. This problem will be more significant fmture IP-based networks where the
integration of different wired and wireless netwsrkith their specific bandwidth, delay and
error characteristics will play an important rolherefore it might be beneficial in term of
improving the performance of TCP end-to-end congestontrol by appropriate mechanism

based on router-assisted approach.

Since network elements should share the respoitgibol respond to congestion, our



philosophy having router provide bandwidth inforraatto sender such that sender can adjust
their data rate (window size) more accurately. Toiscept may not be easy to implement on
WAN (Wide Area Network) because upgrading a largmber of routers in a WAN is almost

a business impossible. However, wireless ad howarkthas no such concern so that it is

easy for wireless ad hoc network to embrace thig agproach because in wireless ad hoc

network, each node plays two roles of end hostranters simultaneously.

The introduction of new wireless technologies anokqrols such as IEEE 802.11 are
making wireless ad hoc network possible for privaatd commercial purposes. Because of the
unique characteristics of ad hoc network such asabie transmission medium and frequent
route failures, the principle problem of TCP liesperforming congestion control in case of
losses that are not induced by network congestiwarly all TCP versions assume that
packet losses are due to congestion and countisrfitidicator” to estimate the available
bandwidth along the end-to-end path. When a pdoksstis detected, TCP slows down the
sending rate by reducing its congestion window.aBiee of the lack of network status such as
available bandwidth, the sending rate can easilgrshoot. This would result in serious
throughput degradation. In addition, wireless ad hetwork suffers from different types of
losses that are not related to network congesfioy.packet loss in wireless ad hoc network
is mistaken as congestion by regular TCP, theredwaing the window size to one segment
and then activating the slow-start algorithm agblawever, during the slow start phase TCP
may face several packet losses due to unstableeakibng link. Therefore connections would
spend most of the time in slow start phase duedquent timeout before they reach the

maximum available sending rate.



1.1 Motivation

Such behavior makes TCP not adaptable to wirelegsomment because of the inability to
fully control network resources and distinguish kmclosses from congestion and other
causes. Therefore conventional TCP which is notlf@nmwith network condition due to its

designed nature originally will suffer from seriouperformance degradation by
under-estimation of available bandwidth and frequegger of congestion control. Figure.1.1

illustrates such behavior of congestion control.
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Figure 1.1 The Effect of Mis-triggering Congesti©antrol

Therefore our objective is to design a new TCP estign control mechanism named
TCP Muzha over wireless ad hoc network. Based emdhter-assisted approach, TCP Muzha
can dynamically adjust its sending rate in respdosthe network status more accurately

according to the information feedback by routers



1.2 Organization

The rest of this dissertation is organized as ¥allim Chapter 2 and 3, we review the relative
background and research regarding to TCP and gqitggrosals regarding to performance
enhancement in wireless ad hoc network. In Chahtere introduce our proposed congestion
control mechanism — TCP Muzha then we evaluateatgarithm with others by simulations
in Chapter 5. Finally, we conclude our main conttibn of this dissertation and highlight

some future work in Chapter 6.



CHAPTER 2

Background

2.1 Transmission Control Protocol

The Transmission Control Protocol (TCP) is a trassion protocol which provides
byte-oriented data delivery service for applicasiamver IP networks. It has been tuned to
perform well for wired network. It regulates thenmoer of packets it sends by inflating and
deflating a window. To do that TCP sender usesctimaulative acknowledgements (ACKSs)
sent by the receiver. TCP also adapts to problamsoagestion which is the main cause of
delay. The congestion control scheme in regulahg&x TCP[2] implementation has three

major parts: Slow-start, Congestion Avoidance aast Retransmit.

Slow-start works as follows: the TCP sender staite a congestion window (CWND)
of size 1. For each received ACK, TCP exponentialigrease the window size up to a
threshold (ssthresh), then it enters the congestmidance phase where it continues to

increase its CWND linearly until it reaches thegiger's maximum advertised window.

A TCP sender continually measures the elapse tiateaicknowledgements take to return
to determine whether packet is lost, and proviegability by retransmitting lost packets. For
this purpose, it maintains a running average & deilay (round trip delay) and an estimate of
the expected deviation from this average. If theenu delay is longer than the average by

more than four times the expected deviation (timeaterval), TCP assumes that the packet



was lost. TCP then retransmits the lost packets.

TCP also assumes that the packet was lost if theesegeceives a number of duplicate
acknowledgements (usually three). This is becabeeréceiver acknowledges the highest
in-order sequence number. If it receivers out-afeor packets, it also generates
acknowledgements for the same highest in-order esemu number and that results in
duplicate acknowledgements. TCP then activatesFdmt Retransmit algorithm. The Fast
Retransmit algorithm assumes that the missing padtarts with the sequence number that is

equal to the number acknowledged by the duplic&K% then thus retransmits it.

21.1TCPReno

TCP Reno operates almost the same way as TCP Tdbee The difference is the
introduction of Fast Recovery. After fast retransmechanism sends what appears to be the
missing segment, congestion avoidance, but not sitas is performed. This is the fast
recovery algorithm. It is an improvement that alldwgh throughput under moderate

congestion, especially for large windows.

The reason for not performing slow start in thiseces that the receipt of the duplicate
ACKs tells TCP more than just a packet has been Toe fact that three duplicate ACKs can
reach the sender indicates that network is notenpgs congestion. Although better than
Tahoe TCP in dealing with single packet loss, REG® is not much better when multiple

packets are lost within a window of data.
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Figure 2.1: Congestion Control in Reno-Style TCP
Figure 2.1 shows the behavior of TCP Reno. The evabi CWND increases
exponentially during the slow-start phase and ases linearly in the congestion avoidance
phase. When TCP finds that a segment is lost, tiplicatively halves the value of CWND
and enters Fast retransmit. This behavior is caled Addictive Increment Multiplicative

Decrement (AIMD) [6] for Reno style window-basedhgestion control.

Although AIMD works fine and results in the robusss and stability of TCP, it is also
the key factor that attributes to the poor perfaraeaof TCP under wireless environment. We

will explain this later.

2.1.2 TCP NewReno and TCP SACK

However TCP Reno is lack of handling multiple padkeses with one transmission window,



which is very likely to happen in wireless linksCP NewReno and TCP SACK][8] were
originally proposed to handle congestion problervired network. TCP NewReno modified
the fast recovery mechanism of Reno to cope withtiphel packet losses from a single
window. In TCP NewReno, upon the indication of reed partial ACKs, the fast recovery
mechanism does not terminate until multiple patbstes from one window are all recovered.
On the other hand, TCP SACK is a selective ackndgdenent option for TCP, targeting the
same problem which New Reno tries to solve. TCP KAGes information field called
SACK blocks to indicate the discontinuous blocksdata which have been received and
queued at the receiver buffer. After the sendegives the SACK blocks via the ACK packets
from receiver, sender maintains a clear view ofdyustatus of receiver in order to respond to
packet loss. However due to the nature of bothmelewhich respond to multiple packet
losses which can be very likely to occur in wirsleetwork and not able to distinguish the
cause of packet loss, these schemes still expertbiecsame performance degradation as TCP

Reno does.

2.1.3TCPVegas

Unlike most TCP variants, TCP Vegas does not raljost packets in order to gauge network
capacity, instead usinRound-Trip Time(RTT) measurements to determine the available
network capacity. The congestion control algorithmithin TCP Vegas calculate the expected
throughput rate and the actual throughput rate queseRTT. The difference between the
actual and expected rates is then calculated, tefédg indicating the number of packets
which are being queued within the network. Once thiference (known as delta) exceeds a
certain threshold (gamma, typically set to one p#c¢kslow-start is terminated and

congestion-avoidance is activated. Upon exitingwsdtart, TCP Vegas decreases the



congestion window by one eighth of its current sizerder to ensure that the network does
not remain congested. TCP Vegas also has theyatoilterminate slow-start before it exceeds
the network’s available capacity, instead of dauiplihe congestion window until congestion
occurs and packets are dropped by the networknBwtow-start, CWND is increased by one
segment for every two RTTs, differing from one segimper acknowledgment as used in
traditional TCP. When in the congestion-avoidanteasge CWND will be increased by
1/CWND, decreased by one segment or left unchangid,this decision being made once
per RTT. The use of RTT measurements results igestion control algorithms that achieve
better throughput and transfer more data for theber of packets transmitted across the
network, resulting in increased goodput. TCP Vagadso more resilient to error prone links
and will retransmit packets that have been lost ttueorruption far sooner than other

variants.

2.2 |EEE 802.11 Sandard

The current 802.11[13] protocol covers the MAC ahgsical layers. The MAC layer defines
two different access methods, the distributed doaten function (DCF) and point
coordination function (PCF). We now describe theFD& detail because the PCF cannot be

used in ad hoc networks.

DCEF is designed to equalize utility and it workda@kow. All stations compete for
access by using Carrier Sense Multiple Access @ltision Avoidance (CSMA/CA)
protocol: they sense the channel before transmjtéither by detecting the carrier of a real
transmission, or by deferring to a virtual cartleat is signalled through a Request To Send

(RTS) and Clear To Send (CTS) exchange. If no gdtansmission is sensed, a station can

-10-



transmit one frame, but if an existing transmissgosensed, the station randomly chooses a
backoff interval that is uniformly distributed inrange called the Contention Window (CW)
and waits for the channel to be idle for intenthlst add up to the backoff interval, before it

can transmit one frame.

In order to reduce the probability of collision digestations not hearing each other, the
well-known “hidden node problem,” the standard de$ a virtual CS mechanism: a station
wanting to transmit a packet first transmits a sbontrol packet called request to send (RTS),
which includes the source, destination, and dumatd the intended packet and ACK
transaction. The destination station respondsh@frhedium is free) with a response control
packet called clear to send (CTS), which includes game duration information. All other
stations receiving either the RTS and/or the CTStlseir virtual CS indicator, called a
network allocation vector (NAV), for the given dtien and use this information together
with the physical CS when sensing the medium. Thesipal layer carrier sensing function is
called clear channel assessment (CCA). The NA¢ ssatombined with CCA to indicate the
busy state of the medium. This mechanism reducesptbbability of the receiver area
collision caused by a station that is “hidden”rfrahe transmitter during RTS transmission,
because the station overhears the CTS and “reséheemedium as busy until the end of the

transaction.

2.3 Characteristic of WirelessAd Hoc Network
Wireless ad hoc networks are uniquely characteigedifferent factors from the traditional

wired network. We will explain this briefly in thsection.

-11 -



No fixed infrastructure

Wireless ad hoc network differentiates from theadinetwork because not only the
access medium is wireless, but also each hostrgless ad hoc network plays hybrid
roles. Mobile hosts serve as end host and routerdionections in the network. Therefore
no dedicated router exists in ad hoc networks.

Mobility

Every host in ad hoc network is mobile. For a mgnnection, end host and routers are
not necessarily static. This character has grdlaieince on topology and routing.
. Shared channel with high BER (Bit Error Rate)

Due to the nature of wireless ad hoc network, tteess medium is highly unstable and
the flows have to contend the channel with eackrofhe contention behavior somehow
gets more serious under multihop scenario.

Limited resource

The wireless channel is a very scarce resourcewamy flow which wishes to use it
must contend with each other resulting in multifiopvs can only share limited
bandwidth of at most a few hundred kilobits peroset
Frequent route failure

The main cause of the route failures are mobilitg high BER. The route recovery
duration depends on the routing protocol, mobpiagtern and traffic characteristics.
Every event of route failure has great impact origoenance of transport layer protocol
such as TCP because the discovering a new routéake significant amount of time

which trigger timeout event of TCP.

-12-



2.4 Problem Description

2.4.1 Drawbacks of Slow Sart and AIMD

The purpose of growing phase of slow-start is wbprthe available bandwidth by increasing
the congestion window size exponentially and modgtlys used during the connection
initiation and after the timeout event. Howevenskstart takes several RTT periods before
connections actually fully-utilized the availablenalwidth. In wired network, connections are
expected to spend most of the lifetime in the cetige avoidance phase thus the behavior of
slow-start causes no harm to overall performanagvd¥er, due to the characteristics of
wireless ad hoc network, the frequent route faikmd random loss contribute great numbers
of timeout. Therefore connections tend to spendresiderable amount of time in slow-start
phase which means before connections probe theairagable bandwidth, timeout occurs
and they re-enter the slow-start phase. Then tleeayperformance degrades significantly.
Also the fairness properties of TCP are very likelype violated since the connections operate

mostly in slow-start phase and can not enter cdimeavoidance phase [35].

Another drawback of slow-start is its exponentiaindow growth which causes
overshooting problem[29][30].Original TCP tendstéke the available resources which is
very scarce in wireless ad hoc network as muchoasilple and this is done by the original
design of slow-start. However the routing discovenyd maintenance also require and
consume part of network resources which is avalabihdwidth. We describe this problem in
detail as follow: Initially TCP sender sends data digher rate and the capacity of wireless
ad hoc network soon gets overloaded. This leadsntention loss and route failure at MAC
layer and forces MAC to trigger route recovery ahere. Meanwhile the TCP connections

are interrupted and timeout event occurs. Howefter the routing is recovered and network

-13-



overload is reduced, TCP restarts and soon leadgvénload the network again. This

phenomenon which named blackout cycle seriously ad@® the stability and the

performance of the whole network because of thesta®ting problem.

Network overloaded

by overshooting

TCP Restart

(slow-start again )

MAC loss due to _
— msmmp- | Route Failure
contention
I TCP connection failure I Route Recovery
then timeout (Generate more traffic)

Figure 2.2: Overshooting Problem

AIMD (Additive Increase and Multiplicative Decredsen the other hand, is not able to

perform well in the wireless ad hoc network [35heTadditive increase phase of AIMD has

slow convergence to the full available bandwidtid dhis leads to vulnerability to route

failure and random loss. The multiplicative deceemsalso the main reason of performance

degradation and becomes inappropriate. Since TEP p:cket losses which inferred either

receipt of three duplicate ACKs or a timeout toedétongestion, the losses in wireless ad hoc

network are not always the symptom of congestiassks in wireless ad hoc network can be

classified into either link failure induced, or g@stion induced. Wireless channel error and

mobility are also two primary contributors to lossklence treating losses as an indication of

congestion seems to be inappropriate because TREshigs congestion window size while

-14-



detecting packet losses. The congestion window isiZarther reduced to one if a timeout
event occurs and connections re-enter the slowqstase. While the multiplicative decrease
is a good reaction to congestion, it is certairdy @ good solution to deal with route change

or other cause of losses in wireless ad hoc network
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CHAPTER 3

Related Wor k

In this section, we present several approacheshhae been proposed to improve TCP
performance in wireless ad hoc networks. These oagbes can be classified into two
categories: end-to-end approach and router-assagtebach. End-to-end approach requires
no network support. The end hosts (sender or regeis able to detect the network state by
measuring and monitoring the traffic parameters. ikstance, large amount of out-of-order
delivery indicates route change. The router-assigpproach is able to implicitly or explicitly
send network information from routers back to sesdeerefore senders could responds and

react faster to different situations.

3.1 End-to-End Approach

Since resource is scarce in wireless ad hoc netwbekability to accurately probe for the
available bandwidth is the key to better perfornear@tandard TCP scheme such as TCP
Reno probes the available bandwidth of the netviayricontinuously increasing the window
size until network congestion occurs, and then els®s the window size multiplicatively.
The congestion is mostly indicated by packet laskgsvever, congestion is no longer the
only cause of packet loss in wireless ad hoc néwbransmission errors due to high BER
(Bit Error Rate), mobility, limited bandwidth andefjuent route failure also contribute great
amount of packet loss. In such circumstances, Mbshe TCP versions with Reno-Style
congestion control which treats packet loss asasigf congestion would experience

tremendous performance degradation under wireletsgonk.
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In [40], a heuristic is employed to distinguishveeén route failures and congestion without
relying on feedback from other network hosts. Whiemeout occur consecutively, this is

taken to be evidence of a route loss. The unacledyed packet is retransmitted again but
the RTO remains fixed until the route is re-es&ti®@d and the retransmitted packet is

acknowledged.

TCP-DOOR (Detection of Out-Of-Order and Respon$)[8 another pure end-to-end
approach to improve TCP performance by detectirdyrasponding to out-of-order (OOO)
packet delivery events, which are interpreted asirafication of route failure. The
non-decreasing property of ACK sequence numbersemaksimple for the sender to detect
OO0O delivery of non-duplicate ACK packets. To det@©O delivery of duplicate ACK

packets, they use one-byte TCP option which isemented with each duplicate ACK.

ADTCPJ[41] is an end-to-end approach which is basedhe use of multi-metric joint
identification in order to detect different netwostates. They introduced four different
metrics to be measured. The first metric IDD (ifgacket delay difference) reflects the
congestion level along the forwarding delivery pdiD is unaffected by random channel
errors and packet sending behaviors but can beeimfled by non-congestion conditions like
mobility induced out-of-order packet delivery. Tilsecond metric is STT (short-term
throughput) which is also used to detect networkgestion. STT is less sensitive to short
term out-of-order packet delivery than IDD butstaffected by bursty channel errors. Thus
they combine IDD and STT to jointly identify netvkotongestion. The other two metrics are
used for non-congestion state identification. PQiacket out-of-order delivery ratio) is

intended to indicate a route change and PLR (paldsst ratio) is used to measure the
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intensity of channel error. Upon each packet aravdhe receiver, it calculates the above four
metrics, estimate the network state and send #te siformation to the sender with every

ACK packet so the sender can take the appropeatetion.

3.2 Router-assisted Approach

On the other hand, an approach based on the tresi$tedback of network information from
routers is proposed by several research group$2f3f26][28][35]to provide a guideline of
adjusting sender behaviors. For instance, the saadable to respond to different network
conditions such as frequent packet loss due tererdnmdom loss or congestion according to
router feedback and prevents unnecessary decrdéa® @wongestion window. There are
various proposals based on such approach with rroageistance. Two router-assisted
approaches have already standardized: ECN[9] and[EE But these two mechanisms
provide only explicit (packet marking) or implicit(packet dropping) single-bit
congestion-status information (congestion or nogestion) as feedback to the TCP senders.
The lack of more sophisticated information abowt tbuter status limits the way in which a
TCP sender react on the current router conditioaqadtely. Also, these two simple
mechanisms are designed to enable TCP sendersgonse faster to congestion in router.
Their performance gain is limit since ECN and REP mot able to signal information about
the available bandwidth to the TCP senders. Moprauiate router-assisted approaches for
future IP-based network should provide the abitityadapt the sending window of TCP

connections both in the case of impending congesiial in the case of available bandwidth.

Other proposal, such as TCP RoVegas[17], is anreddaversion of TCP Vegas by

router-assist approach. The main target of thidgopm is to solve unreliable reception of
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ACK under asymmetric network. In a regular TCRnfACK is blocked due to the backward
link congestion, TCP senders would determine thevdad link congestion occurred and
trigger congestion control mechanism to result gessary throughput degradation. In
RoVegas, the latency that a packet passing througflers are accumulated and marked in IP
header so that the sender could use this informatiaetermine whether the lost of ACK is
caused by forward or backward path. Thus, it caorng the congestion on the backward path

and keep the data rate on the forward path uncllange

TCP Jersey[23] is another variant based on rowsis®d approach. It develops two key
components in its schemes, congestion warning (@wWd) available bandwidth estimation
(ABE). CW is packet marking scheme that is différsom explicit congestion notification
(ECN) in the following ways: First, ECN marks patk@robabilistically when the average
queue length lies between mirand may whereas, CW marks all the packets when the
average queue length exceeds a threshold. Thigrotrabilistic marking scheme leaves the
TCP sender, which receives the marks, to decideiitdow adjustment strategy rather than
being influenced by the probabilistic marking oé gthacket in ECN. Second, CW inherits the
same information bits used in the original ECN iempéntation but with simpler parameter
setting. So, CW is not as sensitive as ECN to cpmavsimple image to the bottleneck queue
to the sender. TCP Jersey adopts slow start angestion avoidance from TCP NewReno,

but implements the rate-based congestion windovwraljprocedure based on ABE.

As mentioned in the pervious chapter, TCP doesatehreal-time information about
network condition so that it has to estimate thailable bandwidth. However accuracy and

the promptness of bandwidth estimation depend onynfactors such as the stability of
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network traffic and the length of path. ThereforestnTCP versions are suffering performance
degradations due to the lack of precise resourngaoand accurate network information. It
is not easy to enhance their performance unlesenogan provide assistances. Due to the
special characteristics of wireless ad hoc netvsarth as hybrid roles (end host and router)
for each node and ease of routers modificatiotingfrouters are able to provide assistance for
both end hosts regarding to sending rate and deél rendom loss, the unnecessary
throughput degradation can be avoided and perfaamasf TCP can be significantly

improved over wireless ad hoc network.
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CHAPTER 4

TCP Muzha

Most of the TCP protocols are not aware of netwamikdition such that they may not be able
to control congestion preciously and promptly resglin unstable bandwidth utilization. Due

to the dynamic environment of wireless ad hoc nétyweach host has even more critical task
to control the limited resource such as bandwidith @eal with random loss due to lossy link.
However if the routers can share the responsibatitgontrol congestion with end hosts and
deal with the unexpected packet loss, the congestmtrol between two end hosts can be

executed more efficiently and preciously.

With respective to a path, congestion usually ceauthe bottleneck point which has the
minimum available bandwidth. If the sender can sidflata rate dynamically according to the
status of the bottleneck without causing packes,ldse congestion should be avoided or
dissolved efficiently. Random loss such as paakes due to link error or link failure would
mis-trigger our proposed congestion control medranor under-estimate the available
bandwidth. Therefore our proposed protocol hasetxtrto these scenarios and satisfy the

objectives as listed below.
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4.1 Design Objectives
1. Reducing the occurrence of congestion
Congestion is always the main target of currersteng TCP protocols in both wired and
wireless network. Our proposed protocol aims tovené and dissolve the congestion
problem.
2. Maximize throughput and improve overall performance
The bandwidth in wireless ad hoc network seems malgable than in wired network.
The nature of TCP has weakness in controlling echitesource due to frequent overshoot
of congestion window size, thus under-utilizatidnnetwork bandwidth. Therefore the
major goal of our proposed protocol is to maximibeoughput in wireless ad hoc
network.
3. Dealing with the random loss
This is a critical part of any TCP protocol becauseavireless ad hoc network, random
loss is a common phenomenon due to the natureecithmedium. However it is always a
major concern while using conventional TCP protecgich as TCP NewReno because
TCP tends to decrease the congestion window whaidag the event of random loss. In
our proposed protocol, a simple approach basedackep marking is proposed to deal
with this problem.
4. Provide reasonable fairness for different inconflogs
When Reno-style TCP and Vegas perform head-to-Hap-style TCP generally steals
bandwidth from Vegas. Therefore our proposed mdshamust to provide certain level
of fairness to ensure the fair sharing of bandwidthile coexisting with other TCP

variants.
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4.2 Design Issues
The design issues are how to estimate the avaiteidwidth along the path periodically;
how to dynamically adjust the sending rate of semdecording the router information in

order to better utilize network resources; and howealing with random loss.

4.3 Estimation of the Available Bandwidth

The available residual bandwidth in each host dépem many factors such as the length of
the queue, queueing time, buffer size and lengtlthef spare queue. In wireless ad hoc
network, each host plays hybrid role such as sémaeiver and router. Therefore we assume
each host is able to estimate the available bartdviag itself and then feedback to sender by

an index called Data Rate Adjustment Index (DRABjch will be explained later.

4.4 Use of Available Bandwidth

TCP Muzha defines a new IP option named AVBW-S (ke Bandwidth Status) in IP

packet header. The sender of a TCP Muzha connesgisrthe AVBW-S to a maximum value
for every packet it sends. Each node comparesvits@ARI with this value and replaces it if

its value is smaller. The receiver notices the mimh value of DRAI and sends this
information back to the sender by acknowledgem@@K). The sender can then use this

information to adjust its data rate, i.e. the sikz&s congestion window.

Because of the following reason, each node puldishdORAI value instead of the
original available bandwidth. If there is more thane TCP Muzha connection passing
through a router, which is very likely, most of thenay try to adjust their transmitting data

rates up to the level they are informed. Dissenmgahe original residual bandwidth directly
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to all TCP senders will lead to an immediate tcaffurst. Therefore, a router must smartly
share its residual bandwidth to all the TCP connoastthat pass through it. Unfortunately,
routers are usually not aware of the types of prartgrotocols that control the packets which
they are forwarding. They cannot simply divide theisidual bandwidth by the total number
of TCP connections. Although a router may be ablg@dek into the content of packets to
determine their controlling transport protocols, @ not take this approach because it may
consume a significant part of node capacity. Funtioee, violating protocol independence

principle may induce unexpected reliability probtem

4.5 Design of DRAI

Because of the difficulties mentioned above, TCPzMu takes the following approach:
instead of publishing available bandwidth, routemake recommendation to the passing
traffic flows to increase or to decrease their datas. Each node determines a DRAI value,
which is a quantified data rate adjustment recontdaton, according to its own network
status and publishes this information. With respiecteach TCP connection, there is a
minimum DRAI value called Minimum data Rate Adjusimh Index (MRAI). Senders can
refer to this value to increase or decrease i@ e (i.e. window size). By this approach, the
decision of data rate adjustment is no longer the esponsibility of senders. Routers which
have knowledge of network status can participatdaéndecision of data rate adjustment. The
sender will be able to adjust its data rate acogrthh the MRAI and doesn't rely on the actual

occurrence of congestion to trigger congestionrobnt

-24-



4.6 Multi-Level Data Rate Adjustment

The most critical design issue in TCP Muzha isdbtermination of DRAI. Currently, there
doesn't exist any theoretical formula for this. ¥ee empirical approach to design the DRAI
formula. Due to a lack of mature knowledge, we d®@ coarse grain multi-level
guantization formula that defines the data ratestdjent recommendation into levels such as
aggressive acceleration / deceleration, moderatelexation / deceleration, and stabilizing.
Further empirical research is needed to find a tdanfior routers to determine their DRAIs

based on their bandwidth utilization.

In fact, ECN is the perfect example of router-assisand it can be viewed as an extreme
case of multi-level DRAI. But this approach is tboef for sender to gain further network
status. Therefore, only passive approach such 84DAk used for congestion avoidance
under such scenario. That is why the binary approaic ECN still has drawbacks on
controlling flow and date rate. If more informatioan be provided by routers, the congestion
control mechanism is able to work more efficierdlyd precisely. Therefore we proposed a

fuzzy multilevel date adjustment approach as aajind for routers and end hosts.

4.7 Dealing with Random L oss

Unlike wired links, wireless links that use the a# a transmission medium suffer from high
error rates, whether from stationary obstacles, ingpwobjects, interference, weather

conditions, or other causes. Bit error rates ireless communications of over 1 percent are
typical, and the errors occur in bursts. This caus® sender to retransmit, timeout, and
unnecessary decrease of congestion window whias leathe reduction of throughput even

though there is no congestion. Two link layer dohg available that hide random losses are

-25-



forward error correction (FEC) and automatic repegtiest (ARQ).

FEC sends redundant data so that corrupted pac&etbe recovered, and introduces a
constant delay and bandwidth overhead. Howeveannot correct all forms of corruption.
ARQ allows resending of corrupted data, but this/read to incorrect RTT estimated by
TCP or timeouts and resending of the same dataseTheethods seem inadequate, so a TCP

level solution may be necessary.

Since our proposal is aimed to solve congestioblpro by router-assisted approach, the
random loss can also be distinguished by our packeking scheme which is different from
explicit congestion notification (ECN) [9]. Whennaarked duplicated ACK with a data rate
deceleration index is received, the sender notibas the loss was caused by congestion.
Otherwise, the loss can be classified into randogs bnd sender is able to retransmit the loss

packets without unnecessary congestion window temtuc

4.8 TCP Muzha Congestion Control Mechanism

Unlike other TCP versions that need to "probe" meknbandwidth by increasing their data

rates carefully using Slow Start and AIMD, TCP Mazk able to adjust data rate based on
the recommendation given by routers. Thus, TCP Muwhplifies the three phases of TCP

NewReno into two phases; CA (Congestion Avoidamtegse and FF (Fast Recovery & Fast

Retransmit) phase.

While TCP session initiated, it directly enters @A phase. After receiving the new
ACK, sender adjusts the CWND size according toMi®Al. After congestion occurs, TCP

Muzha inherits most of the congestion control medras from the traditional TCP
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NewReno in order to response to congestion immelgidt three marked duplicate ACKs are
received by the sender, TCP Muzha enters the FBephad reduces CWND to one half
because the sender treats such indication theasighngestion. However if sender receives
three unmarked duplicated ACKs, it simply retrarstiné loss packets without reduction of
congestion window because the loss is treatedratona. If transmission timer expires, the

sender would reset CWND to 1 and return to CA phase

Table 4.1: Congestion control mechanism of TCP Mwuzh

Event Status Behavior of TCP Sender Note
Receive the | Congestion Dynamically adjust CWND accordingAdjust CWND
ACK of the Avoidance | to the returning rate adjustment indexn every RTT
pervious (CA)
packet
Receiving Congestion (1)CWND = CWND * (1/2) Fast respond and
markedthree | Avoidance | (2) Enter FF phase half the CWND
duplicate (CA)

ACKs
Receiving Congestion (1) Enter FF phase without change pRetransmit the
three duplicateg Avoidance | CWND loss packets
ACKs (CA)
Timeout Congestion (1)CWND =1 Re-enter the
Avoidance | (2)Re-enter CA phase congestion
(CA) avoidance phase
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CHAPTER S

Per for mance Evaluation

In this section, we evaluate and compare the pmdoce of our proposed congestion control
mechanism, TCP Muzha with TCP NewReno, TCP SACK a@dP Vegas in different

designed network environments by using the netveariulator NS2 [25]. We also observe
and show the behavior and performance while TCPhdwnexists with TCP NewReno and

its throughput dynamics for different incoming flew

5.1 Parameters

The results reported in this work are based on N&®ork simulator version 2.29. The link
layer of the simulator implements the complete IEHBR.11 standard MAC protocol DCF in
order to accurately model the contention of nodasthe wireless medium. All nodes
communicate with half duplex wireless radio withbandwidth of 2Mbps and a nominal
transmission radius of 250m. We also choose thdé nommamon parameter for our simulation
setup. Each node has a queue (called IFQ) for pmeleaiting transmission by the network
interface that holds up to 50 packets and is mahagea drop tail fashion. AODV routing

protocol is used.

We use two types of network topologies: a chairokogy and a cross topology with
h-hops whichh is varied from 4 to 32. The chain topology is ad@xample for multihop
connectivity. The distance between any two neigimgonodes is equal to 250m, which

allows a node to connect only to its neighboringleso Nodes are static because we don't
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consider the link failure problem caused by mopilit this work. Our target network is a

wireless multihop network, which is the basis ofel@ss mobile ad hoc network (MANET).

5.2 Evaluation Metric

The metrics of performance evaluation are as falow

1. Change of CWND (congestion window size )

2. Throughput under different setting of advertiseddaw (vindow )
3. Retransmission rate

4. Fairness and throughput dynamics

The general parameters are listed in Table 1 am®®Al formula used by TCP Muzha is
shown in Table 2.

Table 5.1: Simulation Parameters

Parameter Range

Number of Node 4~32
Link Bandwidth 2Mbps

Transmission
250 m
Range

MAC 802.11
Routing AODV
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Table 5.2 : DRAI Formula

Deceleration

DRAI Meaning Change of CWND
Aggressive
5 CWND = CWND *2
Acceleration
Moderate
4 CWND = CWND+1
Acceleration
3 Stabilizing CWND = CWND
Moderate
2 CWND = CWND -1
Deceleration
Aggressive
1 CWND =CWND *1/2

Our simulations are executed to evaluate the dvpeformance of TCP Muzha over

wireless multihop network by several observationtisted below:

1.

Observe the change of CWND for TCP Muzha underaandopology with 4 , 8 and 16

hops respectively.

Observe the performance of TCP Muzha under diftesetting of advertised window

size.

Observe the behavior regarding to fairness whiexsting with TCP Muzha itself and

others.

Observe the throughput dynamics of three TCP Mipives.
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5.3 Simulation 1. Change of Congestion Window Size

In this subsection, we investigate the change ofNDWNor TCP Muzha under a 4, 8, 16 hop
chain topology. An example of the first network atggy for the simulation is shown in
Figure 5.1. This topology includes source, destmaand different numbers of routers only
have a single TCP session. The bandwidth betweeh kap is 2Mbps and the queuing
management of routers is in drop tail fashion. paeket size is set to 1460 bytes. We observe

the behavior and the CWND change of TCP Muzha antpared it to other TCP variants.

@ @Mbﬁms @

Source Fouter A Fouter B Fouter Destination

Figure 5.1: 4-hop chain topology with a single flow

The results are shown in Figure 5.2 to 5.7 respelgtiTCP Muzha is capable to adjust
its CWND size up to the network bandwidth promgthd maintain its CWND while facing
the event of random loss. TCP Vegas remains its OVgiadily but due to its conservative
nature in congestion control. The CWND size isatde to keep up to the network bandwidth
with increase of hop number. TCP NewReno and SA€H to trigger its congestion control
mechanism more frequently due to periodic packes lnd random loss in wireless ad hoc

networks.
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Figure 5.2: Change of Congestion Window Size (4;/96110 sec)
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Figure 5.3: Change of Congestion Window Size (4;/ep sec)
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Figure 5.4: Change of Congestion Window Size (8;/96110 sec)
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Figure 5.5: Change of Congestion Window Size (8;/@612 sec)
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Figure 5.6: Change of Congestion Window Size (16;15-10 sec)
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Figure 5.7: Change of Congestion Window Size (16;1@-2 sec)
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However when the length of path is increased, teket loss rate raises tremendously
due to frequent contentions and link failures. Frieigure 5.4 and Figure 5.6, we found that
TCP Muzha can't avoid the effect of contentions &nkl failures but the dynamic adjustment
mechanism can stabilizes the change of the CWND ddmately. On the other hand, the
CWND of TCP NewReno and Sack fluctuate extremely uthe frequent packet loss caused

by contention and link failure. TCP Vegas still tats its CWND conservatively.
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5.4 Simulation 2: Comparison of Throughput and Retransmission

The network topology and parameters used in thelation 2 is same as simulation 1 which
is considered an equally spaced chain comprising+dfnodes tf hops) with a single flow.
However we have different setting of advertiseddein size which is the limit of the real
transmission window size in a TCP connection. Beedahe advertised window size has the
influence on TCP instability problem [31], we wouikie to investigate the influence of this
parameter on our proposed protocol and other TGBnta. The overall simulation time is 30
sec. The TCP session is the only traffic in thatvoek; no background traffic exits. Hence
there are no network condition changes in the wiitdetime of this experiment. In this
simulation, we consider TCP Muzha, TCP NewReno, BAEK and TCP Vegas for h-hop
chain with varying hop count. As measures, we a®rsithroughput, number of
retransmissions as function of chain length. Thadladth is kept fixed to 2Mbps. Figures

5.8 to 5.13 show the simulation results.

-36-



Throughput vs. number of hop (window_=4)
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Figure 5.8: Throughout vs. Number of Hops in thiedp-chain (vindow = 4)
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Figure 5.9: Throughout vs. Number of Hops in thieop-chain Window = 8)
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Throughput vs. number of hops (window_ = 32)
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Figure 5.10: Throughout vs. Number of Hops in tHeop chain Window = 32)

From Figure 5.8 to 5.10, we observe that TCP Vdgashigher throughput than other
TCP protocols including TCP Muzha as the hop casitgss than 8 due to its fine-controlled
congestion mechanism. However TCP Vegas no longdonns well with the longer path
because TCP Vegas keeps its congestion windowts@emall (about 3 packets). On the
other hand, TCP Muzha has better performance ti@Rh NewReno and TCP SACK about
5% ~ 10%. The main reason is that the aggressindomr growth of TCP NewReno and TCP
SACK cause network overloaded and periodic packepsiwhich leads to more frequent
timeouts in transport layer and more contentiortslank failures in MAC layers. TCP Muzha
tends to avoid the periodic packet loss in slowtgthase and controls the congestion window
size more precisely according to router feedbaEksthermore TCP Muzha provides more

stable throughput than TCP NewReno and SACK witigéw forwarding path.
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Figure 5.11: Retransmission vs. Number of Hopsiénh-hop chaifwindow = 4)
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Figure 5.12: Retransmission vs. Number of Hop$iéh-hop chaifwindow = 8)
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Figure 5.13: Retransmission vs. Number of Hopsiénh-hop chaifwindow = 32)

Figure 5.11 to 5.13 show that TCP Vegas causes rasshretransmission than other
TCP variants. In fact, the number of retransmissmamntains very low for TCP Vegas for any
number of hops. Oppositely, the number of retrassion of TCP NewReno and TCP SACK
is much greater than TCP Vegas. This is becausagitive slow start phase, TCP NewReno
increases the congestion window size aggressivelywae have noticed that TCP NewReno
operates during more than 40% of connection in dtavt. Such behavior causes periodic
packet loss which has to be retransmitted and thugeat number of retransmission. The
inappropriate window growth mechanism of TCP Newdralso results more packet drop on
the link layer and thus more route failures. TCPzN has less number of retransmission
than TCP NewReno and TCP SACKhat 8 while the advertised window size is equal to 4

and 8. This is due to the precise control of cotigeswindow size and furthermore the
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avoidance to TCP overshooting problem as we mesdidrefore. With increase number of
hop count, the number of retransmission are allesming for all three window-based
congestion control protocols (NewReno, SACK and My)zbut TCP Muzha still has the
smallest number of retransmission among three emthHowever while the advertised
window size is greater, the number of retransmmssi;mong TCP NewReno, SACK and
Muzha are almost the same. The reason for thidtnssthe link layer contention increased
with increasing size of advertised window sinceke& in flight are not able to distribute
evenly among nodes, leading to more packet drop$ s, to more number of

retransmission.
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5.5 Simulation 3: Fairness Test

5.5.1 Simulation 3A: Coexistence with other TCP NewReno

In simulation 3A, we investigate the fairness isslieTCP Muzha while coexisting with
TCP NewReno and the performance of TCP Muzha.,huesstconsider &-hop cross topology
with two flows as shown ifigure 5.15h is 4, 6 and 8 respectively. Each flow is a sirglé
session using different TCP protocols. One travetsically and the other travels horizontally.
The simulation time is 50 seconds and the bandwsglfixed to 2Mbps. We run two sets of
simulation: TCP Vegas vs. TCP NewReno and TCP Mwshd CP NewReno. The results of
throughput and fairness are showedrigure 5.16 to 5.18. The fairness results are ctoeapu

using the fairness index as defined in [38] as shiowFigure 5.14.

n

2
Zn: X Ny x°
=1

=1

Figure 5.14: Jain’s Fairness Index

TP Flowy 1

TP Flow 2

Figure 5.15: 4-hop Cross Topology with 9 Nodes 2P flows



Fairness Test 1 (Cross Topology)

_ 250

¥5)

= 200

;% 150 B TCP NewReno
= E TCP Vegas
S 100

= 50 [ Aggregate
o |

=, -

4 hop 6 hop & hop
Number of Hop
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Figure 5.17: Throughput for Coexisting flows of TRBwReno and Muzha
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Figure 5.18: Fairness Index for Coexisting flows

TCP Vegas adopts a proactive congestion controldamce scheme. It reduces its
congestion window before an actual packet loss rscdreno-style TCP, on the other hand,
employs a reactive congestion control mechanishkedps increasing its congestion window
until a packet loss is detected. Many researché?$ [43] [44] have found that when
Reno-style TCP and Vegas perform head-to-head, dewRenerally steals bandwidth from
Vegas. From our simulation results, we have disaaghe similar behavior while TCP
NewReno and TCP Vegas coexist. Figure 5.16 shoatsTtGP NewReno consumes most of
the bandwidth and results the low throughput of T¥&gas. While our proposed protocol
coexists with TCP NewReno, Figure 5.17 shows tirebndwidth sharing has been achieved

between TCP NewReno and TCP Muzha because TCP Msiztde to control bandwidth
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usage precisely according to periodic router feekllmd available bandwidth. This not only
guarantees the fairness requirement but also peviigher aggregate throughput. The

fairness index from Figure 5.18 also provides ewde of fairness achievement by our

proposed protocol.
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5.5.2 Simulation 3B: Throughput Dynamics

In simulation 3B, we consider a simple chain toggl@onsisting of a four-hop linear chain
with three flows. Each flow enters the network ate@, 10 sec and 20 sec respectively. We
investigate the throughput dynamic to observe if piwotocol itself is able to achieve fair
utilization among different flows. The throughpwnamic for different TCP variants are
presented from Figure 5.19 to 5.22. As can be s#&®e flows converge the fair utilization
of available bandwidth with our proposed protocBlowever the convergence of fair

bandwidth utilization for three flows by other T@&iants is slow and oscillatory.

Throughput Dynamics (Muzha)
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Fig 5.19: Throughout Dynamics [three flows] — TCR2¥a
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CHAPTER 6

Conclusions and Future Wor k

From the results shown from a series of simulatioms conclude that TCP Muzha can
resolve congestion efficiently and has higher ayerdgoroughput than TCP NewReno. TCP
Muzha performs better than TCP NewReno and TCP SAGK to its dynamic data rate
adjustment mechanism and the ability to deal watihdom loss. While coexisting with TCP
NewReno, TCP Muzha remains stable throughput airdsfeare of available bandwidth

compared with other major TCP variants.

The concept of multi-level data rate adjustment @neddetails of how to control the size
of CWND are still required to be investigated. Fostance, improvement of the vibrating
behavior of CWND of TCP Muzha, consideration of ggiesize, RTT as part of DRAI
formula and support of mobility are essential. Tinechanism of using ACKs as congestion
indicator still has drawbacks, especially in theoeeous environment such as wireless
network. For example, while different sessions ghssugh the same link, the sender with

large link delay would have weakness while compggeliandwidth due to the delayed ACKSs.

Fairness is still important problem which needs pay extra attention on except
throughput. TCP Vegas suffers seriously in mulatpcols environment because it can'’t
utilize bandwidth fairly and this drives to diffities of real-world implementation of TCP

Vegas. Therefore how to enhance TCP Muzha to nuebtdemands will be our future task.
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